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Ph.D. student presentation

Maximum Likelihood and Cross Validation for Kriging hyper-
parameters estimation

François Bachoc
CEA-Saclay, DEN, DM2S, STMF, LGLS, F-91191 Gif-Sur-Yvette, France
Laboratoire de Probabilités et Modèles Aléatoires, Université Paris VII
Site Chevaleret, case 7012, 75205 Paris cedex 13

The choice of the covariance function is an important issue for Kriging models. In most of the cases,
this function is selected in a parametric set, generally taking the form C = {σ2Cθ, σ

2 > 0, θ ∈ Θ}.
Hence, the selection problem boils down to estimating the hyper-parameters σ2, θ. The methods
we study to address this issue are Maximum Likelihood (ML) and Cross Validation (CV). The CV
method consists in choosing theta so as to minimize the empirical mean square Leave-One-Out
error, and then choosing σ2 so that the Kriging predictive variances correspond to the Leave-One-
Out errors. The implementation is based on the virtual Leave-One-Out formulas of [1], so that the
numerical complexity is the same as ML.

First, we show that CV is a relevant alternative to ML because it is more robust to misspecifications
of the parametric set C [2]. We call misspecification the case in which the true covariance function
C0 of the Gaussian process is not in the set C. The study is carried-out in a two-step approach. In a
fist step, we address the case in which C = {σ2Cmod, σ

2 > 0} with Cmod a given correlation function
different from C0. This framework makes tractable a closed-form expression of the following quality
criterion for an estimator σ̂2 of σ2:

Rσ̂2,x0
= E

[

(

E
[

(ŷ0 − y0)
2|y

]

− σ̂2c2

x0

)2
]

, (1)

where x0 is a prediction point, y is the observation vector, E
[

(ŷ0 − y0)
2|y

]

is the prediction mean-
square error conditionally to the observations, and σ̂2c2

x0
is the estimation of this mean square

error. Using the closed form expression of (1), we highlight the fact that ML is more efficient when
Cmod equals C0, but that CV becomes more efficient when Cmod becomes different from C0. The
second step is to study the general case in which correlation hyper-parameters are estimated from
data as well. This is carried-out via a numerical study on analytical functions. The results we
obtain confirm the ones of the first step.

Second, we address the well-specified case in an increasing-domain asymptotic framework [3]. In
this framework, it is known that ML is asymptotically efficient, and hence will be more efficient
than CV. Nevertheless, we are interested in quantifying the advantage of ML over CV, as well
as in studying the influence of the irregularity of the spatial sampling. The question we address
is ”is irregular sampling always better than regular sampling for hyper-parameter estimation?”.
We consider an increasing-domain asymptotic framework, in which the sampling is a random
deformation of a periodic grid. The strength ǫ of the random deformation determines the sampling
irregularity. Consistency and asymptotic normality are proved for the ML and CV estimators.
The asymptotic covariance matrices are deterministic functions of the irregularity parameter ǫ

only. By means of an exhaustive study of the asymptotic covariance matrices, it is shown that
irregular sampling is generally an advantage to estimation, but we identify cases where it is not.
Therefore, a negative answer is given to the claim that irregular sampling is always better for
estimation than regular sampling.
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Ph.D. student presentation

Generalized Sobol sensitivity indices for dependent variables

Gaelle, Chastaing

Université de Grenoble, LJK/MOISE BP 53, 38041 Grenoble Cedex, France

Fabrice, Gamboa
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Cedex 9, France

Clémentine, Prieur

Université de Grenoble, LJK/MOISE BP 53, 38041 Grenoble Cedex, France,

Global sensitivity analysis is a stochastic approach whose objective is to identify and to rank the
input variables that drive the uncertainty of the model output. To reach this objective, the Sobol
indices are widely used as a variance-based method [1].

Let consider the nonlinear regression model Y = η(X), where X = (X1, · · · , Xp) ∈ R
p is a random

vector of inputs with a joint distribution denoted by PX. Y is the real-valued response of the model.
Under the assumption that inputs X are independent, that is PX = ⊗p

i=1PXi
, Hoeffding introduces

the decomposition of η as a sum of increasing dimension functions [2]. The decomposition is written
as

η(X) = η∅ +

p
∑

i=1

ηi(Xi) +
∑

1≤i<j≤p

ηi,j(Xi, Xj) + · · ·+ η1,··· ,p(X) (1)

with
∫

ηu(xu) dPXi
= 0 ∀ i ∈ u, ∀ u ⊆ {1, · · · , p} to ensure the uniqueness of (1). The Sobol

indices are build on this decomposition, and aims at quantifying the contribution of any subset of
inputs in the model. Based on the global variance decomposition of Y , the Sobol index of a set of

inputs Xu is the ratio Su = V (ηu)
V (Y ) .

However, when inputs are not independent, the uniqueness of the expansion (1) is not true any-
more. Thus, the use of Sobol indices may lead to a wrong interpretation because they do not
take into account the dependence implicitly included in the Sobol indices. The goal of this work
is to provide an exact and unambiguous definition of generalized sensitivity indices adapted to
non indepedent incomes. The second objective is to propose an efficient numerical method able to
estimate the new constructed indices.

In this presentation, we propose a generalization of the Hoeffding-Sobol functional ANOVA when
the inputs are correlated. Inspired by the work of Stone [3] and Hooker [4], we show that η can be
uniquely decomposed as

η(X) = η∅ +

p
∑

i=1

ηi(Xi) +
∑

1≤i<j≤p

ηi,j(Xi, Xj) + · · ·+ η1,··· ,p(X) (2)

where each component is constrained by hierarchical orthogonality conditions,
∫

ηu(xu)ηv(xv)dPX = 0, ∀ u ∈ {1, · · · , p}, ∀ v ⊂ u (3)

The expansion (2) leads to the construction of generalized Sobol sensitivity indices able to quantify
the uncertainty brought by dependent inputs on the model by

Su =
V (ηu(Xu)) +

∑

u∩v 6=u,v Cov(ηu(Xu), ηv(Xv))

V (Y )
, ∀ u (4)
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In the second part, we provide a numerical method for the estimation of the generalized sensitivity
indices expressed in (4). Considering that each component of the decomposition is subject to
orthogonality constraints (3), the procedure consists in constructing directly multivariate basis
that satisfy these constraints. Starting from a truncated orthonormal basis, we construct iteratively
extended basis satisfying (3). Thus, each component is expanded on suitable basis, and associated
coefficients are easily deduced by ordinary least-squares. Nevertheless, the projection of the one-
by-one component into finite dimensional subspaces suffers from the curse of dimensionality. To
remedy to it, a penalized regression is studied. The aim is to retain a sparse number of informative
predictors to fit the model. The greedy approximation [5] deals with the ℓ0-penalization. It
offers a set of intuitive algorithms able to select a very limited number of predictors. The Lasso
regression [6] is a convex relaxation of the ℓ0 regularization, and offers a statistical stability. These
two methods will be compared in our context. Finally, several numerical examples illustrate the
interest of our method.
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Ph.D. student presentation

Sequential and batch-sequential Bayesian sampling strategies for the
identification of an excursion set

Clément Chevalier
University of Bern, Switzerland - IRSN, Fontenay-aux-Roses, France

Abstract: Stepwise Uncertainty Reduction (SUR) strategies aim at constructing a sequence of
points for evaluating a function f in such a way that the uncertainty on some quantity of interest
decreases to zero. The presentation focuses on SUR strategies in a Gaussian process framework
and deals with two different problems. First we consider the problem of identifying the excursion
set above a given threshold T of a real-valued function f . Then we study the question of finding the
set of “safe controlled configurations”, i.e. the set of controlled inputs where the function remains
below T , whatever the value of some others uncontrolled inputs.

Nuclear criticality safety studies at the IRSN aim at deciding if a system containing fissile material
(e.g., Uranium, Plutonium) presents a risk of “criticality accident”, i.e. a risk of self-sustaining
nuclear chain reaction. Practitioners dispose of a complex code which can be viewed as a real-
valued expensive-to-evaluate function f (possibly observed with some noise) with d ≥ 1 scalar
inputs lying in a compact domain X ⊂ R

d. A configuration x ∈ X is considered to be dangerous if
f(x) ≥ T , with T = 0.95, and safe otherwise. Two major problems of interest are formulated.

Problem 1: Identifying the set of all dangerous configurations: {x ∈ X : f(x) ≥ T}.

Problem 2: Identifying the set of safe controlled configurations, i.e. the set:
{xc ∈ Xc : ∀xu ∈ Xu, f(xc,xu) < T}, where some of the d inputs parameters are controlled and
lie in a domain Xc, while others are uncontrolled and lie in Xu (with X = Xc × Xu).

In our setting, the problems described above need to be solved with a limited evaluation budget
of f which justifies the use of a kriging metamodel. From an initial design of experiments of n
evaluations we use a sequential sampling strategy allowing to obtain, at each iteration, a batch
of r ≥ 1 points where f is evaluated. This approach is similar to the approach in [1] where an
Expected Improvement criterion is used to guide the evaluations of f for optimization purposes.

Many sampling criteria based on kriging are already proposed in the literature to deal with the
first problem [2,3]. In particular, [2] shows that criteria based on the idea of “Stepwise Uncertainty
Reduction” (SUR) have better performances in applications. However, these criteria are themselves
expensive to compute. A contribution of this Ph.D. consists in introducing closed-form formulas
allowing to drastically reduce the computational effort required to use some SUR strategies for
Problem 1. The formulas also allow a fast computation of multi-point criteria, which provide a
batch of r > 1 points at each iteration. An example is shown on Figure 1, in the case r = 4, with
a 2d-function, and a threshold T = −10. From an initial design of 10 evaluations, 5 iterations of
the batch-sequential SUR strategies are run, each of them providing 4 points.

The use of SUR strategies can be naturally extended to deal with the difficult Problem 2. However
a direct use of the obtained criterion is challenging as it involves, for each xc ∈ Xc, the computation
of the conditional exceedance probability of sectional-Gaussian processes, i.e. the probability

P

(

max
xu∈Xu

ξ(xc,xu) ≥ T
∣

∣

∣
n evaluations

)

, (1)

where ξ is our Gaussian process with known (or estimated) covariance parameters. Having no
analytical formula to quickly calculate the latter expression, we rely on approximations obtained
from the literature [4], on ad-hoc heuristic strategies and closed form formulas extending the results
obtained with Problem 1. An example is shown on Figure 2 on the same 2d-function, in the case
where the first variable is controlled and the second is not. We use again r = 4 and 5 iterations.
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Figure 1: Left: excursion set (in white) of a 2d-function f . Middle: probability of excursion
calculated from 10 evaluations of f . Right: updated probability of excursion after 5 iterations of
a batch-sequential SUR strategy. Numbers correspond to the iteration numbers.

Figure 2: Left: excursion set (in white) of a 2d-function with the initial design (black triangles)
and the points sampled by one of the proposed batch-sequential SUR strategy for Problem 2
(red). Middle: Sectional excursion probability: P (maxxu∈Xu

ξ(xc,xu) ≥ T |n evaluations), as a
function of xc. Right: updated sectional excursion probability, once 20 new “well-chosen” points
are evaluated.
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Ph.D. student presentation

Sensitivity Analysis for Functional Inputs in a Sheet Metal Forming
Process

Jana Fruth

TU Dortmund University, Dortmund, Germany

Olivier Roustant

Ecole Nationale Supérieure des Mines, Saint-Etienne, France

Sonja Kuhnt

TU Dortmund University, Dortmund, Germany

In sheet metal forming, springback, the reforming of the sheet metal after the removal of the punch,
is one of the major defects (see Figure 1). It is especially present for advanced high strength steels,
which are more and more in use in the automotive industry. The forming process can be simulated
by complex, but time consuming finite element simulations. By applying effective sensitivity
analysis methods to the simulations the relations between process parameters and springback have
been successfully analysed [1]. There the process parameters were kept on constant level during
the forming process. Now finite element simulation have been developed that allow to change
parameters during the forming process in order to further improve the accuracy of the springback
analysis. New methods are needed for the analysis of those temporal changeable parameters. This
talk presents ideas for an effective sensitivity analysis of functional input including design and
graphical representation of the functional influences of the inputs.

Figure 1: Springback after forming of a sheet metal

We consider an experiment with ds scalar input variables x1, . . . , xds
∈ [0, 1] and df functional

input variables f1(t), . . . , fdf
(t) ∈ [0, 1] ∀t ∈ [0, 1] with scalar response y

y = f
(

x1, . . . , xds
, fds+1(t), . . . , fds+df

(t)
)

, t ∈ [0, 1].

Our aim is to effectively analyse the variables’ influence on y for different periods of the time t.
The time is considered to be continuous here. In practice it usually is a discrete set of a high
number of equidistant time points at which the experiment can be set. This can be easily adopted
from the continuous case.

In order to reduce problem’s dimension, we explore whole intervals of time and sequentially reduce
the interval size for interesting time spaces. The input functions fi(t) are therefore designed as

piecewise constant functions between fix knots {a
(0)
i = 0, a

(1)
i , . . . , a

(n−1)
i , a

(n)
i = 1} similar to

B-splines of order 1 (see [2])

fi(t) =

ni
∑

k=1

z
(k)
i 1[

a
(k−1)
i

,a
(k)
i

[(t),

with z
(k)
i the value of the function fi at interval k.
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In the sequential algorithm in the first step a low number of intervals is chosen and sensitivity

analysis is performed on the variables z
(1)
i , . . . , z

(ni)
i for each functional input i = 1, . . . , df and

on the scalar inputs x1, . . . , xds
. For all intervals that show a meaningful influence, a new knot

is created inside the interval to split the interval into two parts. All other intervals are kept on
a constant level and so are not further examined. Then sensitivity analysis is performed again
as before. These steps can be repeated until the desired accuracy is reached. Several sensitivity
analysis techniques can be considered in the steps, e.g. regression screening, Morris effects or Sobol
indices (see e.g. [3]), depending on the complexity of the experiment and the possible number of
evaluations. Since the intervals can have different sizes, their sensitivity has to be scaled according
to the interval size in order to obtain comparable results.

The method has been successfully applied to analytical test functions and was also carried out in a
springback simulation. Here the influence of two functional inputs has been examined, the friction
between the sheet metal and the forming tool and the force of the blank holder which holds the
sheet metal in the process. Three steps of sequential sensitivity analysis by regression screening
have been performed using a total sum of 80 evaluations. The results (see Figure 2) show the
regression coefficients of the time intervals, scaled by the interval size. A connected behaviour
between both inputs is noticeable as well as a clear difference between the first and the second
half of the punch time. In the first half the influence is positive where in the second half it is
strongly negative with the most influence being in the very last time points. The results improved
the engineers understanding of the time dependent influence and have been validated afterwards
in real forming experiments.

Figure 2: Coefficients of regression screening after three sequential steps of functional analysis
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Ph.D. student presentation

Parallel optimization based on FANOVA graph decomposition
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In the automobile industry sheet metal forming is used for the production of automobile body parts.
Unfortunately, defects such as, tearing, wrinkling or spring back frequently occur in the formed
parts. With increasing computing capabilities it has become customary to perform simulation
studies beforehand, where the sheet-metal characteristics can be cheaply optimized. However,
simulations generally take a long time to run, ranging from hours to days, making it impossible
to perform direct optimization on the computer code. Instead, the simulator can be considered
as a black-box function and an approximation model which is cheaper to evaluate is used to
interpolate the simulation. Figure 1 shows a software which simulates a deep drawing process,
which is optimized in this work.

Figure 1: Simulation of a deep drawing process

The modeling and optimization of expensive to evaluate black-box functions is often performed
with the help of metamodel-based sequential strategies. A popular choice is the efficient global
optimization (EGO) algorithm which is based on the Kriging metamodel [1]. Although the EGO
method has been reported to work efficiently with a reduced simulation budget [2], a big limitation
of this procedure is the fact that it allows only one simulation at a time. Being able to take advan-
tage of several simulators simultaneously, and thus parallelizing the optimization and potentially
saving huge amounts of time, is a very appealing idea [3].
In this presentation a very elegant way to produce a parallel optimization procedure, based on
a technique from the sensitivity analysis toolbox, called FANOVA graph [4] is presented. The
FANOVA graph method studies the interactions between variables in a function and is able to
recognize a block-additive interaction structure if it is present, i.e.:

f(x1, . . . , xd) =
∑

I

fI(xI), I ⊂ {1, . . . , d},

where fI represent the additive blocks. In Figure 2 an example of a FANOVA graph decomposition
for a function with 6 input variables is presented. The edges between the variables are based on
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Figure 2: FANOVA graph example

the total interaction index [5]. It can be seen in the figure, that this example-function has a clear
block additive structure. If a function has such an additive interactions structure, the blocks can
be simultaneously optimized independent of each other, for example with the EGO algorithm, thus
allowing the experimenter to use several simulators and to perform a parallel optimization:

min
x1,...,xd

f(x1, . . . , xd) =
∑

I

min
x1,...,xd

fI(xI) =
∑

I

min
{xi;i∈I}

f(xI , c0, . . . , c0), I ⊂ {1, . . . , d},

where c0 is a constant.
This talk presents the application of the described parallelization technique and discusses problems
that may arise in the process as well as possible solutions. Different models, such as kernel inter-
polation [6] are also discussed as a basis for metamodel-driven optimization. In conclusion, some
theoretical examples and a small simulation example of a sheet metal forming process is presented.
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Over the past 30 years, wireless communication systems have been increasingly used. The number of

mobile phones, WIFI boxes, antennas, etc., is growing together with a strong public concern over possible

health problems related to the exposure to radio frequency (RF) electromagnetic fields (EMF). Among the

questions related to exposure effects, we shall focus on the assessment of fetuses exposure to EMF from

a numerical dosimetry point of view. This consists in virtually exposing pregnant woman and fetus 3D-

models to one source of EMF; the Finite Difference in Time Domain (FDTD) method is used to compute

the (whole body) Specific Absorption Rate (SAR) in the fetus, which is an evaluation of the rate at which

energy is absorbed by the body of the fetus. We are interested in estimating a quantile of the distribution

of the SAR in the fetus, given the fact that a numerical dosimetry simulation is expensive in terms of

computational load, and that the preparation of this simulation could be complex and time-consuming.

Thus, our goal is to propose a sequential sampling strategy where each computer trial is selected in order

to estimate a quantile as accurately as possible by performing as few evaluations of the SAR in the fetus as

possible.

We shall model the SAR in the fetus by Y = f(X), where f is an unknown real-valued function andX is

a random vector of Rd having a known distribution. For our sequential sampling approach, we shall adopt

a Bayesian point of view, using a Gaussian Process path as a surrogate model for the unknown function f ;

this surrogate model enables us to optimize a criterion which selects the next evaluation point of f among

a fine grid X of the space. Without loss of generality, we shall assume thatX is uniformely distributed on

[0, 1]d. Our prior on f is a zero-mean Gaussian process having k as a covariance function. For a sample

of observations yT = (Y1, . . . , YT )
T , the posterior over f is a GP again with mean µT (x) and covariance

kT (x, x
′) are given by

µT (x) = kT (x)
′K−1

T yT , (1)

kT (x, x
′) = k(x, x′)− kT (x)

′K−1
T kT (x

′) , (2)

where kT (x) = [k(x1, x) . . . k(xT , x)]
′, x is in X , KT = [k(xi, xj)]1≤i,j≤T and ′ denotes the matrix

transposition. In our case, f models a quantity that is supposed to be very smooth, so for our applications

we shall use the square exponential covariance function given by

k(x, x′) = exp

(

−
(x− x′)2

2ℓ2

)

, x, x′ ∈ [0, 1]d , ℓ > 0 . (3)

Indeed, with this covariance function, sampled GP paths are differentiable to any order almost surely. See

[1] for further details.

Our strategy consists in adapting a classical kriging criterion to our quantile estimation problem. This

criterion consists in selecting the point xT+1 of X to add to the set of observed T points such that:

xT+1 = argmax
x∈X

σT (x) , (4)

with σT (x)
2 = kT (x, x) defined in (2). The novelty in our strategy is that it focuses on the areas of space

that could be relevant for quantile estimation. Let us define the Upper Confidence Bound and its Lower

Confidence Bound counterpart at step T by

µU
T (x) = µT (x) +

√

βTσT (x) ,

µL
T (x) = µT (x)−

√

βTσT (x) ,

with

βT = 4 ln(T ) + 2 ln(
n

δ
) , n = |X | , δ ∈ (0, 1) . (5)
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The set {[µL
T (x);µ

U
T (x)], x ∈ X} defines a confidence region for f at the confidence level 1 − δ, see

[2]. Given those functions, we can estimate the upper α-quantile qUα,T and the lower α-quantile qLα,T by

q̂Uα,T = (µU
T (X ))(⌈nα⌉) and q̂

L
α,T = (µL

T (X ))(⌈nα⌉) where the ith smallest value taken by µ
.
T on the grid X

is denoted by (µ.
T (X ))(i). We denote Uα,T the set such that

Uα,T =
{

x : µU
T (x) < qLα,T

}

.

A point x of X shall be kept in the search space only if it is such that µU
T (x) ≥ qLα,T (i.e. if it belongs to

UC
α,T ). Indeed, if x is in Uα,T , f(x) < qα since qα ≥ qLα,T and f(x) ≤ µU

T with probability greater than

1− δ.

We propose hereafter an application to real data. We estimate the 95% quantile of the SAR of a 26-week-

old fetus inserted in an anatomically realistic woman model corresponding to the average dimensions of

Japanese women. In our application, the pregnant woman model is exposed to 900MHz vertically polarized

electromagnetic plane waves with a 1 Volt per meter amplitude. The SAR (expressed in W/kg) of the fetus

is considered as a function of the elevation and the azimuth of the incident wave. The surface plot of the

SAR is displayed in Figure 1 (a). The average of the relative errors |q̂0.95 − q̂α,T |/q̂0.95 at each iteration
T (50 Monte Carlo repetitions on the choice of the set of points to start with) is displayed in Figure 1 (b)

where q̂0.95 is calculated with the 1000 points of the grid X (selected with a maximin LHS obtained with

the lhsdesign function of Matlab). A 5% relative error is reached on average after 7 iterations, which means

12 evaluations of the SAR, as we started with 5 points. Thus, with more than 80 times less points, the

strategy provides an estimation of the quantile with 5% error.
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Figure 1: (a) Surface plot of the SAR in the fetus; (b) Average relative errors at each iteration T of the

method.
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Gaussian process regression is a useful tool to surrogate an expensive computer code given some of
its observations. For many realistic cases, computer codes provide observations tainted by noise.
This happens for Monte-Carlo based simulators - also called stochastic simulators - which use
Monte-Carlo or Monte-Carlo-Markov-Chain methods that solve a system of differential equations
through its probabilistic interpretation. For such simulators, the level of the noise is inversely
proportional to the number of Monte-Carlo particles used in the procedure. Thus, if we consider
a constant budget defined as the total number of Monte-Carlo particles, a trade off between the
number and the accuracy of the observations has to be made. The topic of this presentation is to
minimize the generalization error - defined as the Integrated Mean Squared Error (IMSE) - of a
Gaussian process regression with noisy observations and a given budget.

Let us suppose that we want to surrogate the output y(x) of a stochastic simulator from noisy
observations of it at points (xi)i=1,...,n sampled from the design measure µ(dx). Furthermore, we
consider that we have si Monte-Carlo particles at each point. We hence have

∑n

i=1 si outputs of
the form zj(xi) = y(xi) + εj(xi) where (εj(xi))i=1,...,n;j=1,...,s are independent random variables
sampled from a Gaussian distribution with mean zero and variance σ2

ε(xi). Then, the vector of
observed values given by a stochastic simulator is zn = (

∑s

j=1 zj(xi)/si)i=1,...,n. The variance of

an observation zni is thus σ2
ε(xi)/si.

Now, let us consider a fixed budget T =
∑

i=1,...,n si. As a consequence, we can either decide to
perform observations in lot of points (i.e. n large) but with an important noise variance (i.e. si
small) or decide to perform few observations but with a small noise variance. Here, we consider
the case n large. In our presentation, we are interested in two points:

1. For n≫ 1, how to determine the needed budget T to achieve a prescribed precision.

2. For T fixed, which sequence of integers {s1, s2, . . . , sn} minimizes the generalization error.

The main idea of the Gaussian process regression is to suppose that the objective function y(x)
is a realization of a Gaussian process Y (x) with a known mean and a known covariance kernel
k(x, x′). The mean can be equal to zero without loss of generality. In that framework, the Best
Linear Unbiased Predictor (BLUP) given the observations zn is:

ŷ(x) = k(x)T (K +∆)−1zn, ∆ = diag
[

(σ2
ε(xi)/si)i=1,...,n

]

(1)

where k(x) is the vector containing the covariance between Y (x) and (Y (xi))i=1,...,n and K is
the covariance matrix of (Y (xi))i=1,...,n. Furthermore, the Mean Squared Error (MSE) of the
BLUP (1) is given by σ2(x) = k(x, x) − k(x)T (K +∆)−1k(x) and the generalization error equals
IMSE =

∫

σ2(x) dµ(x).

We handle the first point by considering an uniform allocation and a constant reduced noise
variance, i.e. si = s and σ2

ε(x) = σ2
ε . In this case, we have T = ns and ∆ = nσ2

εI/T where I is
the identity matrix. We have the following equality in probability:

IMSE −→
∑

p≥0

σ2
ελp/(σ

2
ε + Tλp)φp(x)

2, n→∞ (2)

where (φp(x))p is an orthonormal basis of L2
µ(R

d) consisting of eigenfunctions of (Tµ,kf)(x) =
∫

k(x, u)f(u)dµ(u) and (λp(x))p is the sequence of corresponding non-negative eigenvalues sorted
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in decreasing order. The convergence (2) has been addressed in the statistical and numerical
analysis literature. In the statistical literature, [1], [2] and [3] present this result for degenerate
kernels and in the numerical one, [4], [5] and [6] present it for a class of non-degenerate kernels and
in dimension one and two. Our main result is the proof of the convergence (2) for non-degenerate
and degenerate kernels and for any dimension. This result is of interest since classical kernels used
in Gaussian process regression are non-degenerate and the dimension is usually larger than two.
The equality (2) shows that the rate of convergence of the IMSE with respect to T depends on the
one of the eigenvalues decay. Then, by knowing the eigenvalue decay, we can evaluate the budget
T such that the IMSE reached a prescribed value.

For the second point, we consider as fixed the budget T and we consider a non-constant reduced
noise σ2

ε(x) and a non-uniform allocation {s1, s2, . . . , sn} (the uniform allocation and a constant
reduced noise are needed to determine T but does not provide an optimal allocation). Determining
the optimal allocation whatever the Gaussian process for a heterogeneous noise is an open an non-
trivial problem. We handle it by considering the restricted condition K diagonal. The reader is
referred to [7] for a proof of this proposition in a different framework (the proof uses the Karush-
Kuhn-Tucker approach to solve the minimization problem with equality and inequality constraints).

The different results are illustrated on an industrial application to the safety assessment of a
nuclear system containing fissile materials. The system is modeled by a neutron transport code
called MORET [8].
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Uncertainty quantification has emerged as a crucial field of research in various branches of science
and engineering. In the last ten years, considerable efforts have been made in the development of
new methodologies based on a functional point of view in probability, where random output func-
tion u(ξ) of d input random parameters ξ = (ξ1 . . . ξd) are approximated with suitable functional
expansions

u(ξ) ≈ uP (ξ) =
P

∑

α=1

vαφα(ξ)

The so called non intrusive techniques allow the estimation of expansion coefficients by using
evaluations {u(yk)}Qk=1 of the numerical model at certain sample points {yk}Qk=1, thus allowing
the simple use of existing deterministic simulation codes. However the dimension P of classical
approximation spaces has an exponential (or factorial) increase with d and hence the computational
cost becomes prohibitively high as one needs to evaluate the model for a large number of samples
Q ≈ P .

In order to handle high-dimensional models, we propose a regression-based low rank tensor ap-
proximation method, which exploits the tensor structure of the stochastic function space. The
underlying assumption is that the model output functional can be well represented in a low dimen-
sional basis composed of elementary tensors (rank-one functions)[1][2]. Also, methods based on
sparse regularization have been recently applied successfully for uncertainty quantification prob-
lems in a non intrusive setting[3]. The proposed method combines the ideas of regression with
sparse regularization in suitable tensor subsets and demonstrates considerable advantages in re-
solving problems with high stochastic dimension especially when very few model evaluations can
be performed.

We propose a sparse tensor approximation method that consists in approximating the model with
a m-term representation um =

∑m

i=1 αiwi, where the αi are real coefficients and the wi are selected
in a suitable tensor subset S of sparse rank-one elements.

A two step algorithm is proposed to perform greedy construction of canonical tensor approximation
in S for the quantity of interest. In the first step, the correction step, we compute wm as the optimal
correction of um−1 in S (which is a low dimensional manifold):

wm ∈ argmin
w∈S

‖u− um−1 − w‖2Q,

with ‖v‖2Q = 1
Q

∑Q

k=1 v(y
k)2. Sparsity of functions (on appropriate function bases) in this greedy

approximation permits the use of only a few samples to recover better approximations by using
suitable regularization techniques. It is followed by an update step in which an approximation um

is computed in the linear space Vm = span{wi}
m
i=1 using regularized regression:

um = arg min
v∈Vm

‖u− v‖2Q + λR(v)
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where R(v) is a suitable regularization functional and λ is a regularization parameter.

We also show that expressions for Sobol indices can be readily derived from sparse low rank
tensor approximations. Hence, once we have evaluated a tensor representation, the post processing
required is almost costless. The proposed method is applied to several benchmark problems and its
capabilities to treat both smooth and irregular functions using few samples with sufficient accuracy
is demonstrated.

Keywords: Uncertainty quantification, high dimension, low rank approximation, sparse approxi-
mation, regression
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Context and first results

The thesis deals with uncertainty quantification and inverse problems for compressible fluid dynam-
ics. Our work is motivated by the efficient Bayesian inference acceleration using the Polynomial
Chaos made in [3] for diffusion processes. In [5] we emphasize some limitations to this strategy
when applied to hydrodynamics (shocks and discontinuities). These limitations have motivated
our new approach. This approach is an iterative algorithm based on the Polynomial Chaos (i-gPC)
which will be presented.

At first, we have demonstrated the efficiency in terms of precision and convergence of this Bayesian
framework coupled with the i-gPC algorithm on simpler one and two dimensional problems (cf.
figures 1 and 2 and the submitted paper in CICP [5]).

Figure 1: Posterior. The discontinuity is better captured by i-gPC compared to gPC. A Gauss-
Legendre quadrature level is 6 (33 points) and a polynomial order 7 are used.
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We will present our results on several toy problems and our first results on a complex flow intro-
duced in the following.
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Complex flow and Future Works

We focus now on the shock tube experiment (figure 3) in order to study Richtmyer-Meshkov
instabilities [1]. During this experiment, a light fluid is shocked against a heavy fluid. In practice,
the initial interface between the two fluids has defaults. These defaults have a very important
influence on the dynamic process because of the sensitive character of the physics involved with
respect to initial conditions. We study a shock tube with two fluids initially at rest. The physical

xshock xmean xwall

Uncertainty
covariance K(y1, y2)

fluid 1shocked fluid 1 fluid 2=⇒

Figure 3: Shock tube experiment

process is modelled here by the 2D multi-fluid Euler equations [1]. This system is solved with a
Lagrange and projection scheme [2].

The uncertainty comes with the initial condition. Indeed, due to, among other causes, industrial
defects, the initial interface between the two fluids is not well known and is not a perfect strait line
but rather a perturbed interface modeled by a stochastic process. The interface stochastic process
is approximated by a truncated Karhunen-Loeve expansion with an exponential correlation Kernel

K(x, y) = σ2 exp

(

|x− y|

b

)

. (1)

This kernel has two parameters: its standard deviation σ and its correlation length b. We use a
Bayesian framework [3] in order to infer on these parameters based on experimental measurements
[4] of the length of the mixing zone between the two fluids at different times.

The Bayesian framework is coupled with an uncertainty propagation step building an approxima-
tion of the physical model with i-gPC which capture the non linear effects. We will present our
latest results about it.
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Context & Objective:
Spatial variability of permeability is one of the main parameters that could significantly influence
geological storage of CO2. To evaluate uncertainties on injectivity and capacity, flow simulations
are conducted on geostatistical simulations of permeability field. However, multiphase-flow simu-
lations on thousands of grid cells is time-consuming and cannot be achieved on numerous sets of
realizations. Is it possible to isolate a sub-set of realizations which reproduces minimum, maximum
and mean behavior of an exhaustive set of realizations?
To test the feasibility of selection of stochastic realizations representative of mean, quantile, mini-
mum and maximum behaviors, simplified flow simulation and selection procedures are combined.
Efficiency of selections is compared between methods based on rankings or on distances of a specific
criterion, calculated either from simplified or multiphase flow simulations.

Methods of selection:
Nicot et al. (2011) showed that pressure response from CO2 injection in saline aquifer can be ap-
proximated by single phase flows which drastically reduces computational time. Since single-phase
flow are approximated results, we propose to select realizations based on single-phase flow results
on the exhaustive set and then simulate multiphase flow but only on the selected set.
Initiated for history-matching in oil & gas exploitation, the distance-based selection method relies
on the following principle: if some realizations are close, either in term of geological model or
in proxy-response, then they should behave similarly in terms of full flow simulations (Suzuky et
al. (2008), Scheidt and Caer (2009), Alpak et al. (2010)). By using similarity distances between
reservoir models, groups of similar realizations are created. Selecting one realization in each group
should give similar statistics than the exhaustive set of reservoir models. Similarity distances be-
tween each couple of realizations can be calculated based on proxy-response of flow simulations.
These distances are then projected in n-dimensional euclidean space by multidimensional scaling.
Kernel K-means methods are used to identify clusters. Gaussian kernel function is used to calculate
the distances between each realization and all centroids of clusters. Clusters are initialized by a
spectral method and then iteratively modified. Once distances between realizations and centroids
are minimized, the closest realization from the centroid of the corresponding cluster is selected for
the sub-set of realization. As the number of realizations differed in each cluster, statistics from the
sub-set will be weighted proportionally to their cardinals.

Application:
Spatial variability of permeability is simulated on 2D models by moving average. 200 realizations
are generated. Permeability fields have a log-normal distribution with a mean of 100mD, median of
32.4mD and logarithmic standard deviation set at 1.5. Models are upscaled using geometric mean
to obtain a finer mesh close to the injection well to limit calculation time. Variable of interest is the
pressure response of the system because it is the limiting factor for injectivity and risks of inter-
ferences between CCS projects. Selection criterion is the pressure response at 6 months. Quality
of this selection is evaluated by comparing results after one year of injection between exhaustive
and selected sets. Two different methods of selection are tested:
1. Distance-based method, previously described, with a similarity distance based on pressure pro-
file on the entire reservoir. So, it is a spatially variable response, contrary to previous studies,
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for which selection criteria were scalar values such as produced volume (hydrocarbon or water-cut
ratio), injected volume or well pressure.
2. Rankings of realizations according to its results proximity with respectively minimum, maxi-
mum or mean behavior of the 200 realizations. For minimum and maximum behaviors, criterion is
the number of points similar to corresponding pressure envelop of the 200 realizations. For mean
behavior, criterion is the area between pressure profile of the realization and mean pressure profile
of all realizations. Then, number of selected realizations depends on deviation between statistic
results of the selected set and exhaustive set. This error criterion is imposed by the user.
Selections are applied either directly on multiphase-flow response (reference scenario) or on a single-
phase flow response (proxy-response), instead of streamlines simulations often used in studies of
selection by distance-based methods. Selection results from each method are compared to results
from 200 multiphase-flow simulations and results from random selections.

Results and comparison of methods:
51 realizations are selected from the minimum, maximum and mean ranking methods to honor the
required maximum deviation based on multiphase-flow results. For a same number of realizations,
maximum and minimum behaviors from rankings methods based on one-phase or multiphase flow
simulations are closer to those from the exhaustive set of realizations than others methods. But
errors from selected set based on similarity distances (51 realizations) are lower for quantiles
(5, 25, 50, 75 and 95%), mean and standard deviation. Moreover, for these statistics, a set of
30 selected realizations via the distance based-method give equivalent or better estimate than
ranking methods with 51 realizations. Distance-based selections indicate a clear improvement
compared to random selections which is not the case for rankings methods for mean and median
results. Overall, selection by statistic rankings methods would be more efficient to discriminate
maximum/minimum cases. In another hand, if distance-based methods fail to approach minimum
and maximum behavior, they could reproduce mean, median behavior and its dispersion.
For distance-based method, statistics results of selections based on single phase flow are close
to those from multiphase flow (as well as for maximum and minimum results based on ranking).
Nevertheless, except for the standard deviation, statistics from the 200 single-phase flow simulations
poorly reproduce the 200 multiphase flow statistics compared to statistics from multiphase flow
only on selected realizations (30 or 51). Therefore, using one-phase simulation as a proxy-response
to select a sub-set of realizations for multiphase flow simulations would be the most efficient and
accurate method to evaluate the uncertainty of geological parameters. Validity of this results are
verified at 6 months and one year so selection could be predictive and period of simulation on the
exhaustive set could be reduced.

References: [1] J.-P. Nicot, S. A. Hosseini and S. V. Solano, “Are single-phase flow numerical
models sufficient to estimate pressure distribution in CO2 sequestration projects?”, Energy Proce-
dia (4):3919-3926, 2011.
[2] C. Scheidt and J. Caers, “Uncertainty quantification in reservoir performance using distances
and kernel methods-application to a west Africa deepwater turbidite reservoir’, SPE Journal
(14):680-692, 2009.
[3] S. Suzuki, G. Caumon, and J. Caers, “Dynamic data integration for structural modeling: Model
screening approach using a distance-based model parameterization”, Comput. Geosci. (12): 105-
119, 2008.
[4] F. O. Alpak, M. D. Barton, and J. Caers, “A flow-based pattern recognition algorithm for rapid
quantification of geologic uncertainty”, Comput. Geosci. (14):603-621, 2010.
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We deal with validation of costly computer models y = y(x, θ) seen as deterministic black box
models depending on both a control variable x ∈ R

dx and an unknown constant parameter θ ∈ R
dp .

The validation activities refer to the study of the predictive capability of the numerical model y with
a special attention on how to take in account all sources of uncertainty. This is a major problem
arousing a growing interest over years in industrial studies. When some experimental measures
z(x) from the true physical process simulated by y are unpractical, it may be convenient to perform
numerical simulations y(x, θ) instead. The aim of validation is therefore to provide predictions of
the real physical process coupled with tolerance bounds. It requires a set of experimental results
{z(xj)}i=1,··· ,n and is expressed as a statistical problem including both a calibration step (the fact
of fitting θ) and a prediction step [2].

In many ways, pure-calibrated predictions y(x, θ̂) derived from a least squares equation are not
relevant to be used. Indeed, a model bias b(x) must be considered to take into account the
inherent model uncertainty in addition to the measurement error ǫ. This idea comes from the
reference framework introduced in 2001 by Kennedy and O’Hagan [1] that is based on a multi-
fidelity regression equation : z(x) = y(x, θ)+b(x)+ǫ with a Gaussian process as a prior assumption
on both model y and bias b. It has been established that the inference based on this model can
improve significantly the predictions [4]. However, in this general framework, several problems
may occur, especially the lack of identifiability and the high computation cost as well.

After having illustrated these issues on toy functions, we think about how adjusting a validation
framework so that it makes sense in some industrial cases. In particular, we focus on a simulator
modelling the electrical consumption of a building for which we take advantage of the common
Bayesian formulation [3] in order to derive a predictor based on the economic aspects of the
problem.
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The ANDRA (French National Agency for Nuclear Waste Management) considers a deep claystone 

formation of Callovo-Oxfordian age as a potential host for the disposal of high and intermediate-level 

and long lived radioactive waste. Prior to safety calculations, a three-dimensional groundwater flow 

and transport model was built and then used to conduct a sensitivity analysis study in order to assess 

the influence of the hydro-dispersive parameters uncertainties on the mass transport within the 

Meuse/Haute-Marne aquifer system. Considering the computational cost of running large scale models 

with high-dimensional inputs, the use of effective experimental designs is henceforth preferred over 

classical Monte Carlo schemes to explore the entire domain of uncertainty of the models' parameters.  

Many researches were focused on selecting appropriate experimental designs to carry out sensitivity 

analysis on selected variables in order to rank their relative contribution to the total variance of the 

outputs of interest. Regression-based approaches, such as response surface method, coupled with 

statistical analysis (e.g. Student-test and Fisher-test) are useful techniques to assess the importance of 

interactions and high-order effects of inputs on model's outputs. 

In this study, Latin Hypercube Designs have been selected to sample parameters over their respective 

statistical distributions. Linear and non-linear correlation analyses (e.g. Pearson and Kendall tests) 

were applied to assess the importance of input-output relationships. Then a multilinear regression 

model was derived to perform statistical tests. However, these quantitative measures can give 

misleading information in the event of having strong non-linear and non-monotonic relationships. As 

an alternative, the method of Morris [3] recently enhanced by Campolongo et al. [1] was applied. The 

method is an effective experimental design allowing the assessment of the influence of an individual 

input, as well as all-order interactions involving the latter, on the output of interest. This qualitative 

method has the advantage of giving a reliable overview of output's sensitivity to the model's 

parameters in a relatively small number of runs. 

The case of Meuse/Haute-Marne site as potential repository for radioactive waste was considered to 

apply the above-mentioned methods to a three-dimensional groundwater flow and transport model. 

The finite elements hydrogeological model was developed by ANDRA in 2012 and consists of multi-

layered aquifer system which integrates twenty-eight hydrogeological layers from the Trias to the 

Tertiary, with large contrasts of hydraulic parameters. A subset of 16 layers of interest was selected to 



analyse the effects of uncertainty on their hydro-dispersive properties on the amount of mass reaching 

two target output zones. The uncertain parameters that have been tested are the dispersion parameters 

layers of interest.  

With respect to the dependency between both parameters, K and 

values according to the level given by the selected experimental design. The levels stand for a 

multiplicative factor that have been applied to the hydro-dispersive parameters : for the lowest level, 

hydraulic conductivities are multiplied by 0.01 and porosities are multiplied by 0.7, dispersion 

parameters are multiplied by 0.1 ; and for the highest level, hydraulic conductivities are multiplied by 

100 and porosities are multiplied by 1.3, dispersion parameters are multiplied by 10.  

A numerical realisation was selected for each combination of parameters. Hundreds of simulations of 

flow and mass transport were solved with the finite element simulator GroundWater [2]. Transient 

transport simulations were run for 1 Mio years with a source term located in the potential repository 

location within the claystone host formation. For every simulation the response of interest was the 

concentration in the target zones. Using ordinary least-squares method and classical statistic tools, 

sensitivity analysis was performed on the selected parameters to estimate their relative contribution to 

the total variance of the response. As a comparison tool the method of Morris-Campolongo was 

carried out to perform a screening exercise. 

Both of the sensitivity analysis methods have identified the strong influence of two aquifers. In these 

aquifer formations groundwater flows mainly to North West while hydro-dispersive properties impacts 

the solute transit time and the associated solute mass at the outlet. However, the regression-based 

methods were less efficient in establishing a reliable relationship between inputs and outputs as we are 

in the presence of highly non-linear and non-monotonic behaviours. 
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The context of the study is related to the need of decreasing building energy consumption. Indeed, 

building consumption represents more than 40% of total energy in Europe [1]. So far, much effort of 

the international community in Building Physics has concerned the development and validation of 

dynamic simulation software, (e.g. EnergyPlus [2]) used to design high-performance buildings. 

Consequently, the models become more accurate and more detailed, increasing complexity and the 

number of inputs: more than hundreds. However during the design building process, most of the inputs 

are highly uncertain. This may involve significant uncertainties on the output and leads to poor energy 

performance of the final building project. In order to guarantee the consumption of the final building

project, confidence on the results is crucial. 

Another particularity of building energy models is that inputs can either be scalar or temporal. The 

scalar inputs generally characterize the building thermal behavior while the dynamic inputs are related 

to the weather data.�All these inputs must be defined before running the model but are poorly known. 

We would like to perform the sensitivity analysis of the model by accounting for scalar and dynamic 

inputs simultaneously. The question we would like to answer is: Between the group of static inputs 

(building thermal properties) and the group of dynamic inputs (building solicitations) what 

preponderantly affects the energy model prediction?

The case study is a passive house (figure 1) in France, at the Bourget du Lac, near Lyon. This kind of

construction tends to optimize the solar gain, that is why this kind of building is expected to be 

sensitive to weather data. We check this assumption by sensitivity analysis by accounting for dynamic 

inputs. The outputs are the heating demand for each thermal zone (the ground and the first floors) and

the energy gains/losses by the windows for each facade and each zone. 

Figure 1: Passive house case study 

Some results of a study with only variations on weather data are shown in the figures below. The 

uncertain inputs are dry bulb temperature (T), direct (D) and diffuse (d) radiation, relative humidity

(H), wind direction (Vd) and wind velocity (V). 



In figure 2, we show the non-negligible impact of the uncertain weather data at the ground and the first 

floors. 

These results highlight the solar impact on the energy consumption and confirm that the passive 

design of the case study is efficient. In figure 3 we notice that at the ground floor the consumption is 

lower because the solar gain is more significant (bigger windows on south facade see figure 1). 
����

Figure 2 : predictive uncertainty heating demands 

(Joule) due to the weather uncertainties. 

Figure 3 : sensitivity indices (main effects) of the 

weather data for the ground (1) and first (2) floors 

heating demands  
����

����
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Energy consumption is becoming an important issue.
The building sector contributes up to 40% of total energy expenditure. An important part waste
come from a poor design, the use of inappropriate technologies (e.g: choice of heating) or not
reasoned behaviour.
Different models reflecting the design parameters and taking into account different inputs(temperature
external, users’ behaviour) are used today to improve performance energy of new buildings.

To analyse the quality of models or use them taking account inputs’ uncertainty to forecast the
consumption we therefore decided to perform a sensitivity analysis.
Inputs are dynamics, our approach was to calculate each time step Sobol’s index by a Monte Carlo
method.
Monte Carlo method require a lot of data, something that is difficult to obtain in quantity and
quality. So an other solution is to find a modeling inputs quite close to reality.
Thanks to the study of a database of inputs we will explain in this study the mechanism generating
the time series model of each inputs.
A building is composed by a thermal envelope, users, electrical equipments which can produce or
store energy. Building model are state space representation:

{ .
x = Ax+Bu

y = Cx+Du
(1)

u: input vector (temperature, flux, . . . )
x: state vector: wall temperature
y: output vector: internal temperature
A,B,C,D matrix containing the physical characteristics of the building.

Figure 1: Buildings

We use a model of a monitoring platform. The internal temperature (Tint) is obtained from the
temperature of different adjacent rooms and different heat flux (??).
Different sensors collect temperature and other information each hours creating a database.

Time series modelisation:
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The most important informations for times series model is time dependence between inputs.
A time series model can be decomposed as follows:

X(t) = Trend(t) + Seasonality(t) + Z(t) where Zt ARMA process (2)

Trend(t) and Seasonality(t) are determinism part.
Trend is estimated by least square method to a polynomial or spline method.
Seasonality can be a decomposition into Fourier series observing a strong period of 24 hours (e.g:
Temperature) or a profile means that repeated every 24 hours. (e.g: Flux)
Once the trend and seasonality remove the time dependence is just inside Zt. It’s this dependence
that we want to study. So, for that we survey the autocorrelation function, that is reflected the
evolution of the time dependence.
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Figure 2: External temperature and heat flux:

In our model, all the temperature depend of Text so we have chose to create a second model linking
all the other temperature to Text. We will model only Text by a time series
Regarding the heat flux, we have model also by a time series but we have to add some co-variable
and take account the thermostat regulation (heat depend of the ventilation air flow (fixed by an
algorithm) and occupancy).
Conclusion:

With this input’s we want to to perform a sensitivity analysis.
First calculate Sobol’s indices with Text, heat flux and some physical characteristics of the build-
ing’s.
The second problem is that with this kind of model all the input’s are correlated. How to perform
a sensitivity analysis?
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Simulation-based optimal design techniques are a convenient tool for solving a particular class of
optimal design problems. The goal is to find the optimal configuration of factor settings with
respect to an expected utility criterion. This criterion depends on the specified probability model
for the data and on the assumed prior distribution for the model parameters. We develop new
simulation-based optimal design methods which incorporate likelihood-free approaches and utilize
them in novel applications.

Most simulation-based design strategies solve the intractable expected utility integral at a specific
design point by using Monte Carlo simulations from the probability model. Optimizing the crite-
rion over the design points is carried out in a separate step. [3] introduce an MCMC algorithm
which simultaneously addresses the simulation as well as the optimization problem. In principle,
the optimal design can be found by detecting the mode of the sampled design points. Several im-
provements have been suggested to facilitate this task for multidimensional design problems (see
e.g. [1]).

We aim to extend the simulation-based design methodology to design problems where the likelihood
of the probability model is of an unknown analytical form but it is possible to simulate from the
probability model. We further assume that prior observations are available. In such a setting it is
seems natural to employ approximate Bayesian computing (ABC) techniques in order to be able
to simulate from the conditional probability model. In particular, we consider network planning
for observations following a spatial extreme value distribution. It is not possible to obtain the
analytical representation of the generalized extreme value distribution for dimensions greater than
two (cf. [2]). We investigate the benefits and the limitations of our design methodology for this
problem and analyze the sensitivity of the results on the ABC settings.
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University, Mulhouse, France

Floriane ANSTETT-COLLIN
Centre de Recherche en Automatique de Nancy (CRAN), Lorraine University,
France

Context
Tire is an essential element in vehicle dynamics, therefore passenger safety and comfort [4]. Indeed,
it is the only contact between the vehicle and the ground. Depending on the application area, many
models have been developed in the literature, to describe the behavior of the tire on the ground
[5, 1]. These models contain numerous dependent input variables with an arbitrary distribution.
The aim of this paper is to determine the parameters reflecting the variation of the tire forces in
order to understand the mechanisms involved in dangerous situations.

Problem statement
Pacejka tire model is considered in this study [5]. It is one of the most employed model used to
calculate forces and moments developed at the tire contact with the ground. An overview of inputs
and outputs of tire Pacejka model is described below :
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Figure 1 – a) Tire lateral force Fy function of slip α, for different values of Fz b) An overview of
the structure of Pacejka tire model

Input variables considered are the vertical load Fz, the friction factor µ, the slip angle α, the
lateral stiffness Ky and the camber angle γ. The coefficients B, C, D, E, Sh and Sv are the macro-
cœfficients. In this study, we will focus on the pure lateral force Fy which is given as follows :

Fy = µFz sin(C arctan(B(α+ Sh)− E(B(α+ Sh)
− arctan(B(α+ Sh))))) + Sv (1)

The lateral stiffness Ky as a function of the vertical load Fz and the camber angle γ is defined as :

Ky = p1Fz sin(2 arctan(
Fz

(p2Fz)
))(1− p3 |γ|) (2)



7th International Conference on Sensitivity Analysis of Model Output, July 1–4 2013, Nice

The parameters p1, p2 and p3 are determined experimentally to fit each type of tire. The contribu-
tion of this paper is an extension of the study and the quantification of the contribution of Pacejka
tire input variables (Fz, α, µ, γ, Ky) on the model output Fy [2], by taking into account of real
aspects of dependent input variables which are arbitrarily distributed.

Methodology
Two approaches are combined to study the sensitivity of Pacejka tire model dependant input va-
riables which are arbitrarily distributed [3, 4]. The proposed approach consists of the decorrelation
of the model input variables then in the determination of variance-based sensitivity indexes in terms
of arbitrary polynomial chaos (aPC) coefficients. These latter are determined by constructing an
orthonormal polynomial basis only in terms of data that characterize the model input variables.
The adopted methodology is summarized in 3 steps as follows :
– Step 1 : Input decorrelation using Cholesky decomposition.
– Step 2 : Orthonormal data basis construction in terms of non-central statistical moments of

variables.
– Step 3 : Calculation of sensitivity indexes explicitly from polynomial chaos coefficients.

Results
Based on the curve describing the behavior of the tire (the pure lateral force Fy as a function of
the slip angle α (see FIGURE 1-a)), the methodology described above has been applied in the
three zones (linear (A), nonlinear (B) and saturation zone (C)). The main effect of a parameter, its
influence without its correlative contribution with other parameters and its uncorrelated contribu-
tion on the model output have been determined in each interval. In the linear zone (A), increasing
the slip angle and the normal load on the tire also increases the force it generates. Consequently
the normal load has the highest sensitivity index, explicitly the stiffness factor and followed by the
slip angle. In the nonlinear zone (B), the lateral force can reach its maximum which depends on
the normal load and the friction cœfficient. Therefore normal load index remains hight and friction
cœfficient index has increased. Finally, in the saturation zone (C), the normal load sensitivity index
is slightly decreased and the contribution of the slip angle is almost negligible. The results obtained
are physically consistent.
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We consider the problem of estimating the first-order Sobol indices of a function that represents
the output of a computer code. It is well known that Monte Carlo estimators of Sobol indices
require many evaluations of the computer code (see, e.g., [1]). When running the computer code
is time- or resource-consuming, it has become common practice [2-6] to use a metamodel of the
expensive computer code. A natural question is, then, to quantify the error of approximation of
the Sobol indices that is made when using the metamodel instead of the computer code. This
question has been adressed in [4-6].

We focus in this work on the case of a Gaussian process-based (kriging) metamodel [3-5], where
the posterior distribution of the Sobol indices provides an elegant answer to the above concern.
Algorithms for drawing samples from this posterior distribution have been proposed, based on the
simulation of sample paths of either the function itself [3], or its main effects [5]. In both papers,
the maximum likelihood estimate of the parameters of the covariance function are simply plugged
into the kriging equations.

We argue that the use of a plug-in approach for the parameters of the covariance function is a
dangerous practice in this setting. We propose to adopt instead a fully Bayesian approach—i.e.,
to choose a prior distribution for the parameters of the covariance function—in order to take into
account the uncertainty about the Sobol indices coming from the uncertainty about the parameters
of the covariance. Samples from the posterior distribution of the parameters are drawn using
a MCMC algorithm, and then used to generate samples from the posterior distribution of the
(estimator of the) Sobol indices.

Our simulations show that the plug-in approach often produces overly confident credible intervals,
while the Bayesian approach tends to produce larger (more conservative) intervals. Figure 1 shows
an example of the distributions obtained for the g-function of Sobol in two dimensions. Examples
in more than two dimensions will also be discussed.
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Figure 1: An example of distributions of first-order Sobol indices, for the g-function of Sobol with
parameters a1 = 1 and a2 = 2, estimated using a Gaussian process conditioned on ten observations.
Solid lines correspond to the Bayesian method; dashed lines correspond to the plug-in method.
The vertical dash-dot lines are the true values of the Sobol indices.
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Abstract:

For aircraft engine manufacturers, the scourge of modern time is the lack of availability because it 
induces expensive consequences such as unscheduled maintenance operations or delays & 

cancellations. Thus, research focuses on new approaches to increase the engine availability and one of 

the most promising one is Prognostics and Health Management (PHM). PHM is based on the 
monitoring of representative variables traducing the health condition of a given system and usually 

performs fault detection, fault classification and prognostic of the remaining useful life. It provides 

detailed asset health information which enables improved maintenance decision-making, starting point 
for novel maintenance strategies such as Condition-Based Maintenance (CBM) and Predictive 

Maintenance (PM).

In the past decade, PHM has gradually emerged as inevitable research topic, as evidenced by the 

numerous papers published in both the diagnostic [1] and the prognostic [2] domains. Many 
algorithmic methods have already been developed in order to perform the aforementioned tasks and 

nowadays, some efforts are even made to standardize the PHM concept [3]. Even if it originally 

focuses on structural applications [4], PHM is spreading to other areas of expertise, such as bearings 
monitoring [5], turbine blade creeping prediction [6] or in our context, complex aeronautic control 

system supervision. 

PHM is mainly a problem of discrimination between two distributions, with false alarm and good 

detection performances [7]. Despite the abundance of mathematical tools, the development of PHM 
for complex systems is an intrinsic stochastic problem requiring a huge amount of data to validate 

items such as detection threshold selection or classification schemes. The best solution would be 

obviously to wait for the system to be worn enough to provide all the needed healthy and faulty data. 
However, this solution is not applicable in the case of highly reliable and costly complex systems for 

two reasons: first, due to the high reliability rate, it would take a very long time before recovering all 

the degraded data needed, and then the prohibitive controller retrofit costs make it impossible to wait 
for the data to program the embedded part of the PHM system.

In order to compensate this lack of data in the upstream development phases, it is necessary to create 

data from a numerical model of the system. Indeed, contrary to real data collection which can be done 

only during the in-service operations phase, modeling can be initiated earlier, during the design phase. 
For each degradation mode, a model is built in which all kinds of uncertainties, be it environmental 

ones or structural ones are taken into account in order to create a stochastic model of both the healthy 

behavior and the faulty behaviors of the system. 

Thus, as explained above, the system modeling is the keystone of the PHM system validation. 

However, the high level of complexity of systems such as aircraft engines implies major difficulties in 



modeling and even more in uncertainty management because of the huge amount of parameters. 

Indeed, when the model is expensive in computation time, the number of calls to the model should be 

limited and consequently, both advanced sensitivity analysis [8] and uncertainties propagation 
methods must be used, the former to optimize the selection of parameters and the latter to optimize the 

numerical design of experiment.

The first part of the document defines the basics of prognostic and health management and introduces 
in broad outlines the functions and architecture of the aircraft engine fuel system, on which the 

application is conducted. The model associated to this system is non linear, non monotonous and 

present some interactions between parameters. The challenge of the health monitoring for this kind of 

system is also addressed. The second part introduces the main sensitivity analysis methods, 
particularly the Morris method [9] and the Sobol Indices [10] based on surrogate modeling.

The third part is the applicative one and consists in applying the aforementioned methods to the 

application model. Firstly, a Morris method is used to perform a coarse sensitivity analysis of this 
model. Then, Due to the high computational cost of the model, surrogate modeling is undertaken in 

order to compute the Sobol Indices. Two methods are compared: one consisting in using a classical 

two levels based design of experiment associated to linear regression and the second consisting in 
using a Latin hypercube sampling associated to Kriging. It appears that the second method shows very 

good results. Thanks to the computed Sobol Indices, a hierarchization of the parameters is performed. 

Eventually, a Monte-Carlo algorithm is run on the recalibrated Kriging model to build the stochastic 

distribution of health indicators and validate the PHM system.
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Sensitivity analysis of a numerical model, for instance simulating physical phenomena, is a tool
used to explore, understand and (partially) validate computer codes. It aims at explaining the
outputs regarding the input uncertainties [1]. This communication proposes a sensitivity index,
based upon the modification of the probability density function (pdf) of the random inputs, when
the quantity of interest is a failure probability (probability that a model output exceeds a given
threshold).

Let us consider a real-valued numerical model denoted by G : Rd → R. In practice, each run of
G can be CPU time consuming. We are interested in the event G(X) < 0 (system failure) and
in the complementary event G(X) ≥ 0 (system safe mode). X = (X1, ..., Xd)

T is a d-dimensional
continuous random variable whose joint pdf is denoted f . For i = 1, · · · , d, let fi denotes the
distribution of Xi (the marginal pdf). We make the assumption that all components of X are
independent. The quantity of interest is the system failure probability:

P =

∫

1{G(x)<0}f(x)dx. (1)

Given an unidimensional input variable Xi with pdf fi and some perturbation parameter δ lying
in a given subset of R, let call Xiδ ∼ fiδ the corresponding perturbed random input. Accordingly,
the failure probability becomes:

Piδ =

∫

1{G(x)<0}
fiδ(xi)

fi(xi)
f(x)dx. (2)

Thus one can define the sensitivity index:

Siδ =

[

Piδ

P
− 1

]

1{Piδ≥P} +

[

1−
P

Piδ

]

1{Piδ<P}. (3)

These sensitivity indices can be computed using the sole set of simulations that has already been
used to estimate the failure probability P with Monte-Carlo, thus limiting the number of calls to
the numerical model. One can consistently estimate Piδ by :

P̂iδN =
1

N

N
∑

n=1

1{G(xn)<0}
fiδ(x

n
i )

fi(xn
i )

. (4)

This property holds in the more general case when P is originally estimated by importance sam-
pling rather than simple Monte Carlo, which is more appealing when G is time-consuming [2,3].
Asymptotical properties of the indices are derived [4], including a central limit theorem for ŜiδN ,
the plug-in estimator of Siδ.

We suggest to define a perturbed input density fiδ as the closest distribution to the original fi in
the entropy sense and under some constraints of perturbation. Information-theoretical arguments
[5] led us to choose the Kullback-Leibler (KL) divergence between fiδ and fi as a measure of the
discrepancy to be minimized under some constraints. Several types of constraints are introduced.
In the case of moment constraints, the perturbated density has an explicit form [6].

The relevance of this new sensitivity analysis method is analysed through three case studies.
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Narbonne, 31062 Toulouse, France

A key point of structural reliability studies is to estimate the probability of an undesirable event.
Affecting a device, this estimation is made possible by using of a numerical code that represents
the physical behavior of the studied phenomenon. Its uncertain inputs are modeled as random
variables. This computer code is deterministic and time-consuming. The events considered are
usually rare, accuring with a low probability. These constraints forbid in practice to use crude
Monte Carlo methods. Variance reduction methods must be carried out to provide usable estima-
tions in due time. This problem drives to the development and adaptation to few classical methods
to reduce the number of calls of the code and keep a good precision at the same time.

In this context, we assume the computer code is monotone with binary output (see [4]). Then, one
obtains two disjoints spaces: the failure space and the safety space separated by the limit state.
Knowing the nature (safety or failure) of a set of points makes possible to construct two subspaces.
The first is included in the failure space and the second one in the safety space. From these two
subspaces, the monotone hypothesis enables to compute exact bounds to the probability (see [1]).
The subspace defined as the complementary of the two failure and safety subspaces is called the
non-dominated space.

A classical way to estimate a failure probability is to construct a sequential design of experiments
such that the next point to be evaluated maximizes the gain in information. The objective is to
select a criterion which chooses the best point within the non dominated space to accelerate the
narrowing of the bounds. Two main approaches are explored. The first one is based on maximin
criteria. Other approaches uses classification tools to have an approximation of the limit surface.
Theses methods are tested and compared on the basis of toy examples and several dimensional
settings.

References:
[1] Bousquet, N., “Accelerated Monte Carlo estimation of exceedance probabilities under mono-
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In the scope of nuclear safety and nuclear power plant lifetime program, physical modeling 

tools have been developed to assess the reliability of nuclear plants in numerous scenarios of 

use or of accident. These computer codes entail a lot of physical variables as inputs or 

outputs. Some of these variables can, in some cases, be functional ones. For example, 

parameters can be time or space dependent and represent the evolution of a physical variable 

during an experiment or be a map of a variable. The knowledge of the behavior of these 

functional parameters and of their uncertainties is of great interest for the study of these 

nuclear safety computer codes and the quantifying of the uncertainties. This enables to assess 

their impact on the results of the physical modeling. The modeling of a highly hypothetical 

type of accidental scenario is analyzed in this work. This modeling is computed thanks to two 

different computer codes: CATHARE2 and CAST3M. The first one models thermal-hydraulic 

behaviors inside the plant, and the later one computes the thermal-mechanical analysis of the 

system. CATHARE2 takes several scalar parameters as inputs, related to initial conditions in 

the power plant, and produces three functional variables depending on time only: temperature, 

pressure and flow rate. These variables along with some mechanical scalar parameters are 

used as parameters to CAST3M which gives a safety evaluation criterion as output. 

Our objective in this work is to extract the features of the three studied functional variables 

and to quantify their uncertainties. This statistical characterization is meant to make us 

eventually able to generate new samples of these curves with the same features and obeying 

the same statistical laws. These new samples of data will be used then in future works of 

sensitivity analysis and uncertainty propagation on the CAST3M code to analyze the 

influence of these three curves on the safety criterion. Indeed, the first computer code, which 

is used to generate the three curves, is very costly to run. Therefore it allows producing only a 

few curves. A tool which enables to quickly produce this type of curves is needed to create a 

bigger sample of curves, and motivates so the characterization of the functional data. Methods 

of visualization of the curves and of their uncertainties are also proposed to help 

understanding them. 

Among the techniques that could be applied for statistical characterization on functional data, 

one can cite the methods of functional decomposition. The functional principal components 

analysis introduced by Ramsay and Silverman [1] or non-linear principal component analysis 

used by Auder in [2] and the wavelet decomposition introduced by Donoho and Johnstone [3] 

and Mallat [4] are promising options of decomposition. More generally dimension reduction 

like multi-dimensional scaling method based on metric spaces and used by Scheidt and Caers 

in [5] can also be considered. All these methods could be combined to non-supervised 

classification, if clusters seem to appear among the data. A previous work by Auder [2] has 

shown the possibility to cluster the space of the temperature curve. 

Some considered visualization tools rely on the results of dimension reduction methods like 

functional boxplot and bagplot proposed by Hyndman and Shang in [6]. The first one uses 



density estimation techniques and the later one extends the multi-dimensional bagplot 

developed by Rousseeuw et al. [7]. Furthermore, the functional boxplot introduced by Sun 

and Genton [8] and based directly on functional data could be applied too on the data. 
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We propose a sensitivity and uncertainty analysis of some long-term life insurance or risk manage-
ment models. In risk management, present values of financial or insurance products are computed
by discounting future cash-flows. In market practice, discounting is done by using the current yield
curve, which gives the offered interest rate as a function of the maturity (time to expiration) for a
given type of debt contract. This allows to consider different interest rates for different horizons.

Several operational methods are used in practice to reconstruct a yield curve from observed mar-
ket data such as Euribor, FRA rates and Swap rates. It can be shown that the choice of the
reconstruction method may have a significant impact on present values of cash-flows, especially for
long-term horizons, for which few market prices are available to calibrate the yield curve. In order
to analyze the uncertainty underlying the choice of the reconstruction method (in other words,
the reconstruction model uncertainty), we consider a class of over-parametrized stochastic interest
rate models which turns out to be auto-compatible with prices of standard debt products.

We introduce a reconstruction method based on the class of affine interest rate models with mean-
reversion effect. More specifically, the current yield curve is given as an output of an instantaneous
spot rate model with a dynamic given by the following stochastic differential equation:

drt = a(b(t)− rt)dt+ σ(rt, t)dLt,

where a > 0, L is a Lévy process, b(·) is a deterministic function of time, and σ2(·, t) is an affine
function, i.e., σ2(rt, t) = α(t)+β(t)rt. This specification allows us to consider several classical one-
factor interest rate models such as Hull&White, extended CIR processes, or Ornstein-Uhlenbeck
processes driven by a Lévy subordinator.

For given values of parameters a, σ, and the parameters that drive the Lévy process, we show that
the b function can be chosen so that the model yield curve perfectly matches the market price of
standard debt products. In other words, for each choice of (a, σ), we can find a yield curve which
is fully compatible with the market data.

We consider that b is a piecewise-constant function of time where discontinuities points correspond
to the set of maturities for which market prices are known. We then use an iterative procedure to
calibrate function b from observed market prices. Hence, we obtain a family of market-compatible
yield curves which depend on the input parameters a and σ(·, ·).

The aim of this work is to study the sensitivity on the uncertain parameters a and σ of the present
value of some insurance contracts such as mortgages and pensions, which are inherently long-term
contracts. The indeterminacy of these parameters (the “free” parameters) causes an uncertainty
on the yield-curve reconstruction, which in turn may have a huge impact on risk management
decision.

In this talk, we propose to present the yield curve model we used, our calibration procedure, and
to develop the methodology and the obtained results of the sensitivity and uncertainty analysis
of operationally-pertinent functions of the reconstructed yield curve, with respect to the “free”
parameters.
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The Direct Sampling algorithm (DeeSse) [1] is a multiple-point statistical (MPS) tool allowing to
simulate a very broad range of multi-variate stochastic fields. Regarding classical MPS techniques,
the particularity of DeeSse consists in scanning directly patterns in the training image (TI) rather
than building a pattern histogram. In addition to bring a high degree of realism in simulations
as for many MPS algorithm, it offers the advantages of dealing with both continuous and discrete
variables, and handling multiple variables as well as a wide range of non stationarity constraints.

As DeeSse is a recent algorithm, it seems important to assess its capacities and understand the
impact of its main parameters. While previous MPS publications were essentially illustrated by
simple structures such as channels, our aims here are to extend the study to a greater variety of
patterns and to proceed a systematic performance analyze of the method when changing its main
parameters : the acceptance threshold, the number of neighbours, and the scanned fraction of the
TI. We analyse the performance in terms of speed of calculation and quality of reproduction of the
patterns. These results provide guidelines for the users of DeeSse [2].

For this investigations we use ice wedge polygons, a microscope view of a marble slice and a 3D
model of concrete as TI for categorical variables and continuous variables. For each TI, we generate
non-conditional simulations exploring the three dimensions of the main input parameters space.
By comparing statistical data such as variogram, probability distribution function, connectivity [3]
and CPU time between the TI and the realizations, we assess the quality of the realizations in the
results space. Then for each evaluation criteria and each TI, we provide a quality map in the 3D
space.

The results show that substantial computational gains can be obtained without degrading the
quality by reducing the scanned fraction of the TI allows as long as the TI contains enough
reproducible patterns. On the other hand increasing the acceptance threshold or reducing the
number of neighbours offer better CPU times at the expense of the pattern reproduction quality.
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The problem studied is the prediction of an output given an input by learning from different types
of observations produced by an experiment with adjustable precision.

Each level of precision and the difference between two consecutive levels are modeled by Gaussian
Processes with free parameters. The predictor is built by making an assumption about the rela-
tionship between two consecutive levels and by integrating the estimations of the parameters by
using a plug-in method. This allows for a flexible and easy to use method that integrates different
types of observations.

The relationship between two consecutive levels of precision is studied. A linear and a non-
parametric method for building the relationship are proposed. In the linear model case when the
observations of two consecutive levels are nested, all the parameters estimators and the form of
the predictor and error of prediction are fully described.

An E.M. algorithm is proposed to extend the linear model to the case when the observations of
two consecutive levels are not nested.
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Nowadays, Global Positioning System (GPS), which can be widely used for the commercial and
military markets, is becoming the most important part of positioning. Although GPS is a very
helpful and accurate navigation system, it is difficult to rely much on this technology because of the
unavailability of the GPS signal in different areas. The integration of GPS with other positioning
systems has been shown that it is part of a solution to overcome this problem. Thus, a multi-sensor
system consisting of four sensors (GPS, odometer, accelerometer and gyroscope) is used. Some
examples related to the multi-sensor system are given in [4] and [6].

Further to this, an integrated multi-sensor system can be combined with different sensors or differ-
ent accuracy level of the sensors according to the intended use, for example, navigation systems,
advanced driver assistance systems and mobile mapping and so on.

In order to evaluate the performance of the integrated multi-sensor positioning system and for
designing a best sensor combination with optimal accuracy level, the variance-based sensitivity
analysis is utilized.

This PH.D. thesis deals with processing the acquired data of the measurement vehicle and setting
up approaches of Kalman filter approach for fusing the different sensor data of a positioning system
in order to compute the 2D-coordinates of the measurement vehicle.

The research focuses on an application of the applied geodesy field: kinematic positioning of
vehicles. For this reason a Kalman filter was developed that is capable to integrate different sensors
in a common evaluation model. The Kalman filter which is a common sensor fusion algorithm for
the determination of the trajectories is used as a model in this thesis. The state quantities of
the Kalman filter are the model outputs which are used in sensitivity analysis afterwards. The
algorithm was developed in [1] and [5].

To evaluate the performance of the positioning system two variance-based sensitivity analysis
are applied: Sobol’ and Extended Fourier Amplitude Sensitivity Test (E-FAST), see [2] and [3].
The variance-based sensitivity analysis is a very practical tool for the analysis of the models and
optimization of the known models. The relationship between the measurement quantities (input)
and the estimated coordinates computed by the Kalman filter (output) is investigated by sensitivity
analysis. Another emphasis in this paper is on the comparison between Sobol’ method and E-FAST.
The differences and the similarity of the two methods are presented. Results obtained using Sobol
is adopted as benchmark for testing the latter method.

The optimization of model for the trajectory estimation is realized by improving the sensor accuracy
level and changing the combination of the sensors.

For the application the sensitivity analysis either Sobol’ method or E-FAST shows, that how the
inputs influence the outputs. Furthermore it is shown that the variance-based sensitivity analysis
is well suited to detect the share of the influence of the input quantities on the output quantities,
here the estimated positions. Even more important, the changes in the models lead to obvious
effects in the respective sensitivity measures. This emphasizes the possibility to optimize the filter
models by use of the variance-based sensitivity analysis tools.
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During manufacturing in mechanical industry, the real product geometry always varies from its 

nominal geometry. Additional varying product geometry of assemblies arises from variations in the 

interface positions between its components (e.g. fixture points). The products geometry is closely 

related to the functionality of the product. To ensure the functionality, functional product requirements 

have to be translated into functional geometric requirements of the product, which are restrictions for 

the appearing geometrical variations. Tolerance management is the process of restricting and 

analyzing the products variations to ensure the product meeting the functional geometric requirements 

[1]. Henceforth, basic geometry elements (planes, axis, etc.) are called features. The functional 

geometric requirements are restrictions to particular features (e.g. the axis of a cylinder) to a reference 

(e.g. the surface of a flange). The restricted feature is called functional key characteristic (FKC). 

Geometric product variations are composed from a lot of single variations, due to the separate 

manufacturing and assembly steps. The considered varying features of the product form a tolerance 

chain. An important task of tolerance management today is to identify the main contributing 

deviations (resulting in variations of the FKC) and to control them. 

Clearance deviations of the component interface points will be not considered in the following. The 

mathematical representation of tolerances is a challenging task because of the (historically) grown 

complexity of the tolerance formulation. Component deviations can be represented by small 

orientation and position variations of the nominal component features coordinate systems. These 

variations can be represented by the small displacement torsor (SDT) [2]. The SDT has up to six 

entries (e.g. three for a plane: one translation, two rotations), which can be seen as the degrees of 

freedom (DOF) of the feature, as seen in figure 1. Most math models for tolerances base on 

restrictions of feature , although there are also different approaches [3] (which just differ in 

detail). The deviation domain approach by GIORDANO [3] is used here as spatial math model for 

representing the geometry deviation. 

Nominal Feature (Plane)

Deviated Feature

z z

y
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 Figure 1: Geometric variation of a plane, represented with the small displacement torsor 

If the deviation of a feature is restricted by geometric tolerances (e.g. parallelism, position), this has to 

be translated into restrictions for its SDT. The restrictions for individual DOFs are in general 

dependent on each other. The functional geometric requirements in this context are also restrictions for 



the SDTs of the FKCs. Adopting statistical tolerance analysis means to sample the SDTs of single 

geometry elements and to check if the FKC holds the restrictions. 

In this context, for performing variance-based sensitivity analysis [4], a major problem arises: Every 

FKC has up to six dependent parameters (its degrees of freedom (DOF)) and to have sensitivities for 

all these parameters would be bulky. Therefore, a quality measure for the FKC-SDT is presented in the 

following to have a measure which evaluates the total displacement quality of the FKC-SDT. 

The restrictions of the FKC (the functional geometric requirements) can be represented by the volume 

FKC in the SDT parameter space. This volume is convex and includes the 0. The FKC-SDT of an 

assembly is a point in the parameter space. If an assembly fulfills the geometric functional 

requirements, the FKC-SDT is included in the volume, otherwise not. The idea is, to shrink (or inflate 

in the second case) the volume until the FKC-SDT is just in the volume, where the scaling parameter 

of the volume is the quality measure 

µ µ· FKC, µ > 0}. 

The quality measure is nonnegative, zero if the FKC has the nominal form (with respect to the datum), 

between 0 and 1 if the functional geometric requirements are fulfilled and larger than 1 otherwise. For 

tight restricted SDT parameters it is sensitive to small variations (fig. 2 ), for broadly restricted ones 

it is less sensitive (fig. 2 ). The two deviated surfaces in figure 2 fulfill the tolerance requirement, so 

they are inside the deviation domain. They both have 

tolerance with datum A. 
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 Figure 2: Quality measure for a two dimensional line with parallelism tolerance to datum A 

The quality measure can also be used for all deviating features of the assembly. The main aim is to 

develop a feature based sensitivity analysis method. Actual sensitivity analysis in tolerancing is based 

on distributions of single parameters (or even just their range), so one feature can have up to six (!) 

sensitivity values. With this parameter reduction, the number of sensitivity indices is manageable. 

Following, a group sampling method for multiple SDT parameters of the features will be developed,

which handles parameter areas (figure 2). Also interface deviations are considered in a next step. 
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