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Where to find this talk: www.andreasaltelli.eu



Uncertainty analysis: the study of the uncertainty in model 
output—see also uncertainty cascade

Sensitivity analysis: the study of the relative importance of 
different input factors on the model output 

Sensitivity auditing : “Sensitivity auditing is a wider 
consideration of the effect of all types of uncertainty, including 
structural assumptions embedded in the model, and subjective 
decisions taken in the framing of the problem” (European 
Commission, 2021).

https://www.nature.com/articles/s41599-023-01704-z#ref-CR24
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An introduction to variance 
based methods  
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Plotting the output as a function of two 
different input factors 

Which factor is more important? 

Output variable Output variable

Input variable xi Input variable xj
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~1,000 blue 
points 

Divide them 
in 20 bins of 
~ 50 points

Compute the 
bin’s average 
(pink dots)   

Output variable

Output variable

Input variable xi

Input variable xj
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Output variable

Input variable xi
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Taking the variance 
of the pink points one 
obtains a sensitivity 

measure  

-60

-40

-20

0

20

40

60

-4 -3 -2 -1 0 1 2 3 4

Output variable

Input variable xi
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Which factor 
has the highest

                     ?( )( )iX XYEV
ii ~X

Output variable

Output variable

Input variable xj

Input variable xi
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The partial variance divided by the 
total variance is the so-called 

sensitivity index of the first order



Is this factor non-important? 
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For cases where Si is zero but 
the variable is still important we 
need to compute something else 



There are terms which capture 
two-way, three way, … interactions 

among variables

All these terms are linked by a 
formula 



Variance decomposition (ANOVA) 
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Variance decomposition (ANOVA) 

The total variance can be decomposed 
into main effects and interaction effects 
up to the order k, the dimensionality of 
the problem (only for independent 
factors)



If fact interactions terms are 
awkward to handle: just the second
order terms for a model with k 
factors are as many as k(k-1)/2 …

(10 factors=45 second order terms) 



How about a single ‘importance’ terms for all 
effects?



In fact such terms exist and can be 
computed easily, without knowledge of 
the individual interaction terms



Thus given a model

Where the variance decomposition would 

read 

We compute

1 = 𝑆1 + 𝑆2 + 𝑆3 + 𝑆12 + 𝑆13 + 𝑆23 + 𝑆123

𝑓 𝑋1, 𝑋2, … , 𝑋3

𝑇2 = 𝑆2 + 𝑆12 + 𝑆23 + 𝑆123

𝑇1 = 𝑆1 + 𝑆12 + 𝑆13 + 𝑆123

𝑇3 = 𝑆3 + 𝑆13 + 𝑆23 + 𝑆123
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Estimation procedures

• No brute force. It is not needed to use a 
double loop, though the measures are 
expresses as V(E(•)) and E(V(•)). 

• For Si quick estimation procedures are 
available which are k-independent.

• For STi estimation procedures are mostly k-
dependent (unless using emulators…). 



•

•

•

•

Computing STi  

Type Xi steps
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Computing Si  

Type X~i steps 



The measures and their ‘settings’
= when to use them  



First order effect Factor 
prioritization 
(orienting 
research)

Total effect Factor fixing 
(model 
simplification)  

The measures and their ‘settings’
= when to use them  





Model’s effective dimension 



The difficulty of a function/model is not in its number of 
dimensions but in the number of effective dimensions, 
either in the truncation or superposition sense 

truncation sense = how many factors are important? 
superposition sense=how high is the highest interaction?   



Or you can compute the mean dimension directly 



Empirical test 
using the SA-

based concept of 
effective 
dimension



…but there is more, 
such as Sensobol in R, 
SALib in Phython … 



Advantages with variance based methods:

• graphic interpretation scatterplots
• statistical interpretation (ANOVA)   
• expressed plain English 
• working with sets
• relation to settings such as 

factor fixing and factor prioritization
• give the effective dimension  

Chapter 1 its 
exercises 



… but there are other methods that can be used for different 
settings, e.g. moment independents methods, Shapley coefficients, 
reduced spaces, VARS …  



Don’t use One factor At a 
Time (OAT)

A geometric proof 





OAT in 2 dimensions

Area circle 
/ area 

square =? 

~ 3/4  



OAT in 3 dimensions

Volume sphere / 
volume cube  =?   

~ 1/2   

http://images.google.it/imgres?imgurl=http://yaroslavvb.com/research/reports/curse-of-dim/pics/sphere.gif&imgrefurl=http://yaroslavvb.blogspot.com/2006/05/curse-of-dimensionality-and-intuition.html&h=287&w=265&sz=11&hl=it&start=3&um=1&tbnid=WwtgUyNpRPBdwM:&tbnh=115&tbnw=106&prev=/images?q%3Dcurse%2Bdimensionality%26um%3D1%26hl%3Dit%26rls%3DGGLD,GGLD:2004-34,GGLD:it%26sa%3DN


~ 0.0025

OAT in 10 dimensions; Volume 
hypersphere / volume ten dimensional 
hypercube =?    



OAT in k dimensions

K=2

K=3

K=10



OAT does not capture interactions

➔ The resulting analysis is non 
conservative 



Quasi random sequences 
 

Ilya M. Sobol’   



Sobol’ LP-TAU 
are used in high 
frequency trading 

Source: https://www.youtube.com/watch?v=z4nCTdQlH8w



Root mean square error with different designs. 



Sensitivity analysis made easy 



Do we need to compute indices?
Can we do without statistics and calculus 

‘Stupid’ histograms in the 
Xi,Y plane, both in [0,1], for different Y=f(Xi)



Bigger 
‘holes’

Smaller 
‘holes’



Bigger 
‘discrepancy’

Smaller 
‘discrepancy’



Existing discrepancies (star, L2, wraparound…) are 
expensive to compute; how about an ‘ersatz’ 

discrepancy?

It works! 

Agreement with Ti 



How about an ‘ersatz’ discrepancy?

Is fast!



Another way to bypass statistics and calculus 



Colouring the output histogram can 
give sensitivity insights … 



… without computing sensitivity indices



Don’t run the model just once

There is much to learn by running the model 
a few times, especially during model building  



Lubarsky's Law of Cybernetic Entomology: 
there is always one more bug!



Model routinely used to produce point 
estimates may becomes non 

conservative when the uncertainty is 
plugged in 





Solution? Modelling of 
the modelling process by 

taking ‘all paths in the 
garden’ 



Don’t sample just 
parameters and boundary 

conditions 

Explore thoroughly the space of the 
assumptions



One can sample more than just factors: 

• modelling assumptions,

• alternative data sets, 

• resolution levels, 

• scenarios … 



Why bother?



Fishing expeditions, forking paths … 

Fishing Boats at Sea, Vincent van Gogh, Pushkin Museum, Moscow, Russia 



Jorge Luis Borges  
(1899-1986)

Taking different 
narratives within the 
same novel like Ts'ui Pên



Why this matters?  



“Will different 
researchers [73 
teams] converge 
on similar findings 
when analyzing the 
same data?
 
…teams’ results 
varied greatly, 
ranging from large 
negative to large 
positive effects” 
(Breznau et al. 2022)



Modellers might (even in good faith) engage in 
“fishing expeditions” 

When they do, they may delude themselves with 
having nailed an effect … 

…as there are many things that may go wrong (or 
generate forks in the path)



Since having one’s model replicated by 73 
teams is impractical, one needs to check the 

inference, for example with sensitivity auditing 
and its modelling of the modelling process 



An example: different 
equations are available for 

evapotranspiration  

If several formulas / conceptualizations are 
available for a given phenomenon, use them all

Source: https://serc.carleton.edu/integrate/teaching_materials/food_supply/student_materials/1091





Are we done?



We are not! Completing 
sensitivity auditing 

requires a of reflexive 
(sociological) investigation 

where the i4Driving 
community (developers 

and users) is the object of 
the analysis



Task 8.5: Social sciences and 
humanities are an integral part 
of the project … all the 
activities … have a point of 
reference in the cultural, 
epistemological, intellectual, 
linguistic and social 
idiosyncrasies …



https://www.ucl.ac.uk/mathematical-physical-sciences/about-faculty/hypot-enthuse-podcast/dr-jack-stilgoe-self-driving-cars-and-ethics-science

The idea that just 
because the 

computers is in 
charge we solve 
traffic is fanciful

Jack Stilgoe, 
i4Drving 

Advisory Board



Coming next



More material at www.andreasaltelli.eu
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