
SA - PART ONE 
How not to do a sensitivity analysis   

Andrea Saltelli 
MNF990 PhD course on 

Theory of Science and Ethics 
February 14, 2022



Where to find this talk: www.andreasaltelli.eu



Å ©ÔÓ̃ÙdÚØÊdÏÚØÙdÆÓÞdÒÊÙÍÔÉ

Å ©ÔÓ̃ÙdÚØÊd´ÓÊdËÆÈÙÔ×d¦ÙdÆd¹ÎÒÊdl´¦¹m

Å ©ÔÓ̃ÙdÚØÊdÒÊÙÍÔÉdÙÍÆÙdÆ×ÊdÓÔÙdÒÔÉÊÑ- independent

Å ©ÔÓ̃ÙdÚØÊdÊÎÙÍÊ×d±­¸dÔ×dÔÕÙÎÒÎßÊÉd±­¸d

Å ©ÔÓ̃Ùd×ÚÓdÙÍÊdÒÔÉÊÑdÏÚØÙdÔÓÈÊd

Å ©ÔÓ̃ÙdÚØÊd²Ô××ÎØ̃dÒÊÙÍÔÉdd

Å ©ÔÓ̃ÙdÈÔÓËÚØÊdÙÍÊdÒÆÕdÜÎÙÍdÙÍÊdÙÊ××ÎÙÔ×Þ

Å Beware the dimension of your model 

Å ©ÔÓ̃ÙdØÆÒÕÑÊdÏÚØÙdÕÆ×ÆÒÊÙÊ×ØdÆÓÉdÇÔÚÓÉÆ×ÞdÈÔÓÉÎÙÎÔÓØd

Å ©ÔÓ̃ÙdÌÔdÕÚÇÑÎÈdÜÎÙÍdÞÔÚ×d×ÊØÚÑÙØdÜÎÙÍÔÚÙdÍÆÛÎÓÌdØÊÊÓdÞÔÚ×d¸¦

Å NEVER vary all factors of the same amount (5%, 10%, 20%)



̆¼ÍÎÈÍdÒÊÙÍÔÉdÎØdÚØÊÉdÆÓÉd
ÜÍÞ¤̇

̆©ÔÊØdÙÍÊdÆÓØÜÊ×dÉÊÕÊÓÉØd
ÚÕÔÓdÙÍÊdÒÔÉÊÑ¤̇d



©ÔÓ̃ÙdÚØÊdÏÚØÙdÆÓÞdÒÊÙÍÔÉ
Use the method appropriate to context and purpose



An introduction to variance 
based methods  





http://www.andreasaltelli.eu

Available for free at 
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Plotting the output as a function of two 
different input factors 

Which factor is more important? 

ċOutput variable ċOutput variable

Input variable x i Input variable x j
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~1,000 blue 
points 

Divide them 
in 20 bins of 
~ 50 points

Compute the 
ÇÎÓ̃ØdÆÛÊ×ÆÌÊd
(pink dots)   

ċOutput variable

ċOutput variable

Input variable x i

Input variable x j
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Each pink point is ~  
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ċOutput variable

Input variable x i



( )( )iX XYEV
ii ~X

Take the variance of 
the pink points one 
obtains a sensitivity 

measure  
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ċOutput variable

Input variable x i
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Which factor 
has the highest

?( )( )iX XYEV
ii ~X

ċOutput variable

ċOutput variable

Input variable x j

Input variable x i
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For additive models one can 
decompose the total variance as a 

sum of those partial variances 

̌dÜÍÎÈÍdÎØdÆÑØÔdÍÔÜdÆÉÉÎÙÎÛÊd
models are defined
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The partial variance divided by the 
total variance is the so - called 

sensitivity index of the first order, 
ÎÉÊÓÙÎÈÆÑdÎÓdËÔ×ÒÚÑÆÙÎÔÓdÙÔdµÊÆ×ØÔÓ̃Ød

correlation ratio



First order 
sensitivity index: 

Smoothed curve:

x i

y



First order sensitivity index 

µÊÆ×ØÔÓ̃ØdÈÔ××ÊÑÆÙÎÔÓd
ratio  

Smoothed curve

Unconditional 
variance 
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Verbose 

Short 



( )( )iX XYEV
ii ~X

In plain English: the expected reduction 
in variance that would be achieved if 
factor X i could be fixed. 



Non additive models



Is S i =0? 
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Is this factor non - important? 
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There are terms which capture 
two - ÜÆÞpdÙÍ×ÊÊdÜÆÞpďdÎÓÙÊ×ÆÈÙÎÔÓØd

among variables.

All these terms are linked by a 
formula 



Variance decomposition (ANOVA) 
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Where does it come from? 



ρ Ὓ Ὓ Ễ Ὓ ȣ

Dividing by the unconditional variance:



Variance decomposition (ANOVA) 

The total variance can be decomposed 
into main effects and interaction effects 
up to the order k, the dimensionality of 
the problem (independent factors) 



If fact interactions terms are 
awkward to handle: just the second
order terms for a model with k 
factors are as many as k(k - umsvď

(10 factors=45 second order terms) 



¼ÔÚÑÉÓ̃ÙdÎÙdÇÊdÍÆÓÉÞdÙÔdÍÆÛÊdÏÚØÙdÆd
ØÎÓÌÑÊd̂ÎÒÕÔ×ÙÆÓÈỄdÙÊ×ÒØdËÔ×dÆÑÑdÊËËÊÈÙØpd
inclusive of first order and interactions? 



In fact such terms exist and can be 
computed easily, without knowledge of 
the individual interaction terms



Thus given a model

Where the variance decomposition would 

read 

We compute

ρ Ὓ Ὓ Ὓ Ὓ Ὓ Ὓ Ὓ

Ὢὢȟὢȟȣȟὢ

Ὕ Ὓ Ὓ Ὓ Ὓ

Ὕ Ὓ Ὓ Ὓ Ὓ

Ὕ Ὓ Ὓ Ὓ Ὓ



I can as well divide the factors in 

in just two groups , όȟὺand the variance 

decomposition could be written as

instead of 

Ὢὢȟὢȟȣȟὢ

ρ Ὓ Ὓ Ὓ

ρ Ὓ Ὓ Ễ Ὓ ȣ



In plain English: 

is the expected variance that would be left if 
all factors but Xi could be fixed (self evident 
definition )

( )( )iX YVE
ii ~~

XX
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Verbose 

Short 



First order effect = 

=the expected reduction in 
variance that would be 
achieved if factor Xi could be 
fixed. 

Also known as top marginal 
variance

Total order effect =

= the expected variance that 
would be left if all factors but 
Xi could be fixed

Also known as or bottom 
marginal variance

The measures expressed in plain English 

( )( )iX YVE
ii ~~

XX

( )( )iX XYEV
ii ~X



¹ÍÊdÒÊÆØÚ×ÊØdÆÓÉdÙÍÊÎ×d̂ØÊÙÙÎÓÌØ̃
= when to use them  



First order effect Factor 
prioritization 
(orienting 
research)

Total effect Factor fixing 
(model 
simplification)  

¹ÍÊdÒÊÆØÚ×ÊØdÆÓÉdÙÍÊÎ×d̂ØÊÙÙÎÓÌØ̃
= when to use them  



When the input factors are not independent :  

Can still be used

Fails 
Ὕ

Ὁ╧ͯ ὠ ὣ╧ͯ

ὠὣ

Ὓ
ὠ Ὁ╧ͯ ὣὢ

ὠὣ



Computing the 
indices 

efficiently 



Effective dimension 





The difficulty of a function/model is not in its number of 
dimensions but in the number of effective dimensions, 
either in the truncation or superposition sense 

truncation sense = how many factors are important? 
superposition sense=how high is the highest interaction?   



Why using variance - based 
sensitivity analysis methods



Advantages with variance based methods:

Å graphic interpretation scatterplots
Å statistical interpretation   
Å expressed plain English 
Å working with sets 
Å relation to settings such as 

factor fixing and factor prioritization
Å give the effective dimension  

Chapter 1 its 
exercises 



̌dÆÓÞÔÓÊdÉÊÛÊÑÔÕÎÓÌdÆdÓÊÜdÒÊÙÍÔÉd
tests it against ὛȟὝ



can be used to do a sensitivity 
ÆÓÆÑÞØÎØdÔËdÆdØÊÓØÎÙÎÛÎÙÞdÆÓÆÑÞØÎØ̌
ὛȟὝ



̌dÇÚÙdÙÍÊ×ÊdÆ×ÊdÔÙÍÊ×dÒÊÙÍÔÉØdÙÍÆÙdÈÆÓdÇÊdÚØÊÉdËÔ×ddifferent 
settings, e.g . moment independents methods, Shapley coefficients, 
×ÊÉÚÈÊÉdØÕÆÈÊØpd»¦·¸ďdd



©ÔÓ̃ÙdÚØÊd´ÓÊdËÆÈÙÔ×d¦ÙdÆd
Time (OAT )

A geometric proof 





OAT in 2 dimensions

Area circle 
/ area 

square =? 

~ 3/4



OAT in 3 dimensions

Volume sphere / 
volume cube  =?   

~ 1/2   

http://images.google.it/imgres?imgurl=http://yaroslavvb.com/research/reports/curse-of-dim/pics/sphere.gif&imgrefurl=http://yaroslavvb.blogspot.com/2006/05/curse-of-dimensionality-and-intuition.html&h=287&w=265&sz=11&hl=it&start=3&um=1&tbnid=WwtgUyNpRPBdwM:&tbnh=115&tbnw=106&prev=/images?q%3Dcurse%2Bdimensionality%26um%3D1%26hl%3Dit%26rls%3DGGLD,GGLD:2004-34,GGLD:it%26sa%3DN
http://images.google.it/imgres?imgurl=http://yaroslavvb.com/research/reports/curse-of-dim/pics/sphere.gif&imgrefurl=http://yaroslavvb.blogspot.com/2006/05/curse-of-dimensionality-and-intuition.html&h=287&w=265&sz=11&hl=it&start=3&um=1&tbnid=WwtgUyNpRPBdwM:&tbnh=115&tbnw=106&prev=/images?q%3Dcurse%2Bdimensionality%26um%3D1%26hl%3Dit%26rls%3DGGLD,GGLD:2004-34,GGLD:it%26sa%3DN


~ 0.0025

OAT in 10 dimensions; Volume 
hypersphere / volume ten dimensional 
hypercube =?    


