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Definitions 

Uncertainty analysis: Focuses on just 
quantifying the uncertainty in model 

output

Sensitivity analysis: The study of the 
relative importance of different input 

factors on the model output 



Why Sensitivity analysis?

It is in the guidelines!  



EC impact assessment guidelines: 
sensitivity analysis & auditing 

http://ec.europa.eu/smart-regulation/guidelines/docs/br_toolbox_en.pdf
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Six steps for a global SA: 

1. Select one output of interest; 

2. Participatory step: discuss which input may matter; 

3. Participatory step (extended peer review): define 
distributions; 

4. Sample from the distributions; 

5. Run (=evaluate) the model for the sampled values;

6. Obtain in this way bot the uncertainty of the 
prediction and the relative importance of variables. 



Is something wrong with this statement  
(p. 384 of EC guidelines)









… assumptions that are 
reasonable in one situation can 
become nonsensical in 
another…

… models require input values 
for which there is no reliable 
information. 



… to mitigate these issues: 
perform global uncertainty and 
sensitivity analyses … to make 
interesting discoveries 
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Simulation

 Model
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errors
model structures

uncertainty analysis

sensitivity analysis
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output

feedbacks on input data and model factors

An engineer’s vision of UA, SA



One can sample more than just factors: 

• modelling assumptions,

• alternative data sets, 

• resolution levels, 

• scenarios …



Assumption Alternatives 

Number of indicators  all six indicators included or   

one-at-time excluded  (6 options) 

Weighting method  original set of weights,  

 factor analysis,  

 equal weighting,  

 data envelopment analysis  

Aggregation rule  additive,  

 multiplicative,  

 Borda multi-criterion 
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Each column is a 
sample from the 
distribution of a factor
Each row is a sample 
trial to generate a 
value of y

Examples of distributions of 
input factors 



How to generate 
the random sample? 

Quasi random 
sequences 
developed by I.M. 
Sobol’   



sequenceAn LP



Sobol’ sequences of quasi-
random points

X1,X2 plane, 1000 Sobol’ points X1,X2 plane, 10000 Sobol’ points



X1,X2 plane, 10000 Sobol’ points X1,X2 plane, 10000 random  points

Sobol’ sequences of quasi-random points 
against random points



Kucherenko S., Feil B., Shah N., Mauntz W.  The identification of model 
effective dimensions using global sensitivity analysis Reliability 
Engineering and System Safety 96 (2011) 440–449.

Why quasi-random: 
they have faster 

convergence 

Sergei Kucherenko, 
Imperial College London



Root mean square error over K=50 different trials. 

Error=numeric-
versus-analytic 
value the integral 
of the function (for 
n=360) over its 
dominion.



Comparing three different sampling methods 
over an array of functions of different 

dimensionality and difficulty

The concept of effective dimension  





The difficulty of a function/model is not in its 
number of dimensions but in the number of 
effective dimensions, either in the truncation or 
superposition sense 

truncation sense = how many factors are 
important? 

superposition sense=how high is the highest 
interaction?   



Why Sensitivity analysis?

It can answer interesting 

questions





Nicholas Stern, London School 
of Economics 

The case of Stern’s 
Review – Technical 
Annex to postscript

William Nordhaus, 
University of Yale
Nobel ‘Economics’

2018  

Stern, N., Stern Review on the Economics of Climate 
Change. UK Government Economic Service, London, 
www.sternreview.org.uk.

Nordhaus W., Critical Assumptions in the Stern Review 
on Climate Change, SCIENCE, 317, 201-202, (2007).

http://www.sternreview.org.uk/


How was it done? A reverse 
engineering of the analysis  

% loss in GDP per capita   

Missing points

Large uncertainty



Sensitivity analysis here (by reverse engineering) 

delta
eta scenario

market
gamma



=$171 a ton on average at a 2 
percent discount rate”

“social cost of carbon: 

=$56 a ton on average at a 3 
percent discount rate



Why sensitivity analysis?

It allows interesting discoveries 





University rankings such as 
ARWU and THES are 
technically unsound



Limits of  sensitivity 
analysis 



Useless Arithmetic: Why Environmental 
Scientists Can't Predict the Future
by Orrin H. Pilkey  and  Linda Pilkey-
Jarvis, Columbia University Press, 
2009. 

Orrin H. 
Pilkey



The map is not the 
territory  



<<It is important, however, to recognize 
that the sensitivity of the parameter in the 
equation is what is being determined, not 
the sensitivity of the parameter in nature. 

[…] If the model is wrong or if it is a 
poor representation of reality, 
determining the sensitivity of an 
individual parameter in the model is a 
meaningless pursuit.>>



One of the examples discussed concerns the Yucca 
Mountain repository for radioactive waste. TSPA 
model (for total system performance assessment) 

for safety analysis. 

TSPA is Composed of 286 sub-models. 



TSPA (like any other model) relies on 
assumptions  one is the low 
permeability of the geological formation 
 long time for the water to percolate 
from surface to disposal. 



The confidence of the stakeholders in TSPA was not 
helped when evidence was produced which could lead 
to an upward revision of 4 orders of magnitude of this 

parameter 
(the 36Cl  story)



Type III error in sensitivity: 
Examples:

In the case of TSPA (Yucca 
mountain) a range of 0.02 to 1 

millimetre per year was used for 
percolation of flux rate. 

… SA useless if it is instead ~ 
3,000 millimetres per year.



“Scientific mathematical modelling 
should involve constant efforts to 

falsify the model”

 Organized skepticism (as per CUDOS) 



Where to study 
sensitivity analysis? 





http://www.andreasaltelli.eu

Available for free at 



How is it done in 
practice? 
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Plotting the output as a function of two 
different input factors 

Which factor is more important? 

Output variable Output variable

Input variable xi Input variable xj
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~1,000 blue 
points 

Divide them 
in 20 bins of 
~ 50 points

Compute the 
bin’s average 
(pink dots)   

Output variable

Output variable

Input variable xi

Input variable xj
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Output variable
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Take the variance of 
the pink points one 
obtains a sensitivity 

measure  
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Output variable

Input variable xi
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Which factor 
has the highest

?  iX XYEV
ii ~X

Output variable

Output variable

Input variable xj

Input variable xi
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For additive models one can 
decompose the total variance as a 

sum of first order effects  

… which is also how additive 
models are defined



Non additive models



Is Si =0? 
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Is this factor non-important? 
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There are terms which capture 
two-way, three way, … interactions 

among variables.

All these terms are linked by a 
formula 



Variance decomposition (ANOVA) 
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Variance decomposition (ANOVA) 

When the factors are independent the 
total variance can be decomposed into 
main effects and interaction effects up 
to the order k, the dimensionality of the 
problem.



If fact interactions terms are 
awkward to handle: just the second
order terms for a model with k 
factors are as many as k(k-1)/2 …

(10 factors=45 second order terms) 



Wouldn’t it be handy to have just a 
single ‘importance’ terms for all effects, 
inclusive of first order and interactions? 



In fact such terms exist and can be 
computed easily, without knowledge of 
the individual interaction terms



Thus given a model Y=f(X1,X2,X3)

Instead of

V=V1+V2+V3+

+V12+V13+V23+

+V123

Or - divided by V

1=S1+S2+S3+

+S12+S13+S23+

+S123



We have:

ST1=S1+S12+S13+S123

(and analogue formulae for ST2, ST3) 
which can be computed without 
knowing  S1, S12, S13, S123  

ST1 is called a total effect 
sensitivity index 



Total effect, or bottom marginal variance=

= the expected variance that would be left if 
all factors but Xi could be fixed (self evident 
definition )
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https://cran.r-project.org/web/packages/sensitivity/sensitivity.pdf

https://cran.rstudio.com/web/packages/sensobol/index.html

https://www.uqlab.com/ (in MatLab, by Bruno Sudret and his team)

SALib https://salib.readthedocs.io/en/latest/

Plenty of code available in R, MATLAB, and Phyton

https://cran.r-project.org/web/packages/sensitivity/sensitivity.pdf
https://cran.rstudio.com/web/packages/sensobol/index.html
https://www.uqlab.com/


Why using variance-based 
sensitivity analysis methods



Advantages with variance based methods:

• graphic interpretation scatterplots
• statistical interpretation   
• expressed plain English 
• working with sets 
• relation to settings such as 

factor fixing and factor prioritization 



Why not using correlation-
regression based techniques?

PCC, PRCC, SRC, SRRC 

They assume linearity (PCC) or 
monotonicity (PRCC), which is 

difficult to know ex-ante



Secrets of 
sensitivity analysis 



Why should one 
ever run a model 

just once?



First secret: The most important 
question is the question. 

Or: sensitivity analysis is not “run” 
on a model but on a model once 

applied to a question



Second secret: Sensitivity analysis should not 
be used to hide assumptions 

[it often is]



Third secret: If sensitivity 
analysis shows that a question 

cannot be answered by the model 
one should find another question 

or model

[Often the love for one’s own model 
prevails] 



Fourth (badly kept) secret:

There is always one more bug!

=Lubarsky's Law of Cybernetic Entomology



Fifth secret: use SA to calibrate complexity 



Presented as ‘Conjecture 
by O’Neill’ 

In M. G. Turner and R. H. Gardner, 
“Introduction to Models” in Landscape 
Ecology in Theory and Practice, New 

York, NY: Springer New York, 2015, pp. 
63–95.



Lofti Aliasker Zadeh

Also known as Zadeh’s principle 
of incompatibility, whereby as 

complexity increases “precision 
and significance (or relevance) 

become almost mutually 
exclusive characteristics”

L. Zadeh, “Outline of a New Approach to the 
Analysis of Complex Systems and Decision 

Processes,” IEEE Trans. Syst. Man. Cybern., vol. 
3, no. 1, pp. 28–44, 1973. 



SA can help to find this minimum





Sixth secret:

With SA it is easier to disprove than to prove; use 
SA ‘via negativa’: 

Doing the right thing

or  

Avoiding something wrong? 



And of course please don’t run a sensitivity 
analysis where each factors has a 5% 

uncertainty



Why? 



Can we say that one 
lies with sensitivity 
analysis as one can 
lie with statistics? 



Limit of SA: Often no SA (SA 

conflated with UA e.g. in economics) or 
one-factor-at-a-time SA 



Why is OAT (one-factor-at-
a-time) SA so bad? 





OAT in 2 dimensions

Area circle 
/ area 

square =? 

~ 3/4



OAT in 3 dimensions

Volume sphere / 
volume cube  =?   

~ 1/2   

http://images.google.it/imgres?imgurl=http://yaroslavvb.com/research/reports/curse-of-dim/pics/sphere.gif&imgrefurl=http://yaroslavvb.blogspot.com/2006/05/curse-of-dimensionality-and-intuition.html&h=287&w=265&sz=11&hl=it&start=3&um=1&tbnid=WwtgUyNpRPBdwM:&tbnh=115&tbnw=106&prev=/images?q%3Dcurse%2Bdimensionality%26um%3D1%26hl%3Dit%26rls%3DGGLD,GGLD:2004-34,GGLD:it%26sa%3DN
http://images.google.it/imgres?imgurl=http://yaroslavvb.com/research/reports/curse-of-dim/pics/sphere.gif&imgrefurl=http://yaroslavvb.blogspot.com/2006/05/curse-of-dimensionality-and-intuition.html&h=287&w=265&sz=11&hl=it&start=3&um=1&tbnid=WwtgUyNpRPBdwM:&tbnh=115&tbnw=106&prev=/images?q%3Dcurse%2Bdimensionality%26um%3D1%26hl%3Dit%26rls%3DGGLD,GGLD:2004-34,GGLD:it%26sa%3DN


~ 0.0025

OAT in 10 dimensions; Volume 
hypersphere / volume ten dimensional 
hypercube =?    



OAT in k dimensions

K=2

K=3

K=10



How to shake coupled 
ladders 

How coupled ladders are 
shaken in most of available 
literature  

How would you test the scaffolding? 



Lessons from sensitivity analysis 
• Global SA  
• UA and SA coupled 
• Purpose- & context-specific
• The map is not the territory

• Memento  





Literature search in Scopus 

Query: “sensitivity analysis” & “model/modelling” 
& “uncertainty”; years 2012–2017; journal 
articles; in English

 6000 articles



subject areas >100 articles



Taking the top twenty most-cited papers in each 
subject area:

 324 articles, divided among authors  

Cleansing manually irrelevant articles: 

 280 articles 



Still many papers 
apply an OAT SA: 
65%



What if the model is truly linear?



65% highly cited articles are OAT

Taking all unclear = linear  still
over 20% (.32+.07)*.65 of papers wrong 

(OAT & non-linear model) 



Why?



Why?  1. Modelling as a craft 



Why?  2. Each discipline going about 
modelling on its own separate way; 

pockets of SA practitioners (out of our 280 

papers, 35 were methodological, of which  24 suggest 
global SA)



Why?  3. Mathematical modelling is not 
a discipline



Based on a survey of modellers: “there is no 
dominating paradigm in modelling and simulation… 
simulation verification is mostly a trial and error 
activity  challenges model/simulation validity”

Padilla, J. J., Diallo, S. Y., Lynch, C. J., & Gore, R. (2018). Observations on 
the practice and profession of modeling and simulation: A survey approach. 
SIMULATION, 94(6), 493–506. 



Wasserstein, R.L. and Lazar, N.A., 2016. ‘The ASA's statement on p-values: 
context, process, and purpose’, The American Statistician, Volume 70, 2016 -

Issue 2, Pages 129-133.

… mathematical modelling cannot do this: 



Why?  4. Good practices require 
training in statistics 



Why?  5. More time is needed; though 

mature global sensitivity analysis methods around for 

more than 25 years researchers tend to 
emulate methods found in highly cited 

papers assuming that they are best 
practice



Why?  6. Strategical reasons: global SA 
is bad if one wants to play the uncertainty 
game, inflating or deflating uncertainties 

instrumentally



Solutions? Statistics as a discipline takes 
responsibility for statistical methods for

model validation and verification



Learn from what happens in statistics 
where the p-test crisis is being tackled 

head on 



Throw away 
the concept of 

statistical  
significance?



See the discussion on the blog of Andrew Gelman https://statmodeling.stat.columbia.edu/



Statistical wars?

Statistics in the 
wake of the 

reproducibility 
crisis





Solutions

The End

@andreasaltelli

Solutions


