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Session 1: Meta-modelling in sensitivity analysis I 

Global sensitivity analysis for stochastic simulators based on generalized 
lambda surrogate models  
 
Global sensitivity analysis aims at quantifying the impact of input variables onto the variation 
of the response of a computational model. Classically, such models (also called simulators) are 
deterministic, in the sense that repeated runs provide the same output quantity of interest. 
In contrast, stochastic simulators return different results when run twice with the same input 
values due to additional sources of stochasticity in the code itself. In other words, the output 
of a stochastic simulator is a random variable for a given vector of input parameters. 
  
Many sensitivity measures, such as the Sobol’ indices and Borgonovo indices [1], have been 
developed in the context of deterministic simulators. They can be directly extended to 
stochastic simulators [2,3], despite the additional randomness of the latter. The calculation of 
such measures can be carried out through Monte Carlo simulation, which would require many 
model evaluations though. However, high-fidelity models are often time-consuming: a single 
model run may require hours or even days. In consequence, direct application of Monte Carlo 
simulations to calculate sensitivity measures becomes intractable. 
  
To alleviate the computational burden, surrogate models are constructed so as to mimic the 
original numerical model at a smaller computational cost though. For deterministic simulators, 
surrogate models have been successfully developed over the last decade, e.g. polynomial 
chaos expansions [4]. However, the question of appropriate surrogate modelling for 
stochastic simulators arose only recently in engineering. 
 
In this study, we propose to use generalized lambda distributions to flexibly approximate the 
response of a stochastic simulator. Under this setting, the parameters of the generalized 
lambda distribution become deterministic functions of the input variables. In this contribution, 
we use sparse polynomial chaos expansions to represent the latter. To construct such a sparse 
generalized lambda model, we develop an algorithm that combines feasible generalized least-
squares with stepwise regression. This method does not require repeated model evaluations 
for the same input parameters to account for the random nature of the output, and thus it 
reduces the total number of model runs drastically. 
  
Once the stochastic emulator is constructed, one can easily evaluate the conditional mean 
and variance, which is needed for the Sobol’ indices calculation. Because the generalized 
lambda distribution parametrizes the output quantile function, the surrogate model is 
expressed as a deterministic function of the input variables and a latent uniform random 
variable that represents the randomness of the output. As a result, instead of calculating the 
Sobol’ indices for each input variable through sampling, we can derive analytically the Sobol’ 
indices by some suitable post-processing. Moreover, the generalized lambda model provides 
the conditional distribution of the output given any input parameters. Therefore, distribution-
based sensitivity measures, such as Borgonovo indices, can also be calculated 
straightforwardly. 
 
References 
 
[1] E. Borgonovo, A new uncertainty importance measure. Reliab. Eng. Sys. Safety, 92:771-784, 
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[2] A. Marrel, B. Iooss, S. Da Veiga, and M. Ribatet, Global sensitivity analysis of stochastic 
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Efficient sensitivity analysis using Gaussian Process-based model order 
reduction 
 
To optimise or assess hazards in engineering systems one must understand and predict their 
behaviour across a range of conditions. Where hazard assessment is a concern, the range of 
potential conditions is necessarily broad and therefore, even with efficient models, the 
necessary sensitivity analysis requires considerable computational effort. To mitigate this, 
direct interrogation of the underlying model may be replaced by a reduced model 
encapsulating the system behaviour in a cheaper, simpler framework. This model order 
reduction is typically achieved by developing surrogate models, ideally with a reduced input 
space. 
  
A common choice of surrogate is the Gaussian Process , which is computationally efficient and 
facilitates further analysis through the analytic tractability of its form. This work employs 
Gaussian Processes with Automatic Relevance Detection (ARD) kernels (Wipf and Nagarajan, 
2007), which conveniently mimic the Gaussian form with a different length-scale for each 
input dimension. The similarity between (vector) inputs x0 and x1 is measured by the kernel 
as:  
 
k(x0, x1) = exp(-x0^T L^(-2) x1) 
 
for diagonal length-scale matrix L. Very long length-scales characterise irrelevant input 
dimensions which may safely be ignored: a further step towards model order reduction. Also, 
importantly, this kernel enables semi-analytic calculation of Sobol' indices for the Gaussian 
Process surrogate. The Sobol' indices measure the proportion of output variance ascribable 
to each combination of input dimensions; in other words, they measure the relevance of 
various subspaces of the input space to the output y. 
 
Recently ARD kernels have (Milton and Brown, 2019) been used to find an optimal rotation of 
the input basis, maximising the Sobol' indices successively in the subspaces spanned by the 
first input dimension, followed by the first two input dimensions, and so on. This greatly 
increases the effectiveness of model order reduction, allowing inputs to linearly combine 
instead of just re-ordering them. 
  
This work applies these successive methods of model order reduction and sensitivity analysis 
to the simulation of thermal runaway in Li-ion batteries. The temperature-time data was 
obtained from an oven simulation (Bugryniec, Davidson and Brown, 2018; Bugryniec et al., 
2019) of Li-ion cells at 218C with randomly sampled values (based on the literature) for heat 
transfer properties. 

 
References 
 
[1]Bugryniec, P. J. et al. (2019) ‘Pursuing safer batteries: Thermal abuse of LiFePO 4 cells’, 
Journal of Power Sources, 414, pp. 557–568. doi: 10.1016/j.jpowsour.2019.01.013. 
[2]Bugryniec, P. J., Davidson, J. N. and Brown, S. F. (2018) ‘Assessment of thermal runaway in 
commercial lithium iron phosphate cells due to overheating in an oven test’, Energy Procedia. 
Elsevier B.V., 151, pp. 74–78. doi: 10.1016/j.egypro.2018.09.030. 
[3]Marrel, A. et al. (2009) ‘Calculations of Sobol indices for the Gaussian process metamodel’, 
Reliability Engineering and System Safety, 94(3), pp. 742–751. doi: 10.1016/j.ress.2008.07.008. 
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[4]Milton, R. A. and Brown, S. F. (2019) ‘Optimal Reduced Order Modelling’, In preparation. 
pp. 1–8. 
[5]Wipf, D. P. and Nagarajan, S. (2007) ‘A New View of Automatic Relevance Determination’, 
in Proceedings of the 20th International Conference on Neural Information Processing 
Systems, NIPS’07. Curran Associates Inc., pp. 1625–1632. Available at: 
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.143.8009&amp;rep=rep1&amp;t
ype=pdf. 
[6]Wu, Z. et al. (2016) ‘Global sensitivity analysis using a Gaussian Radial Basis Function 
metamodel’, Reliability Engineering and System Safety. Elsevier, 154, pp. 171–179. doi: 
10.1016/j.ress.2016.06.006.  
 
 
Aaron S. Yeardley 
asyeardley1@sheffield.ac.uk 
Department of Chemical and Biological Engineering 
University of Sheffield 
Sheffield, S1 3JD  
United Kingdom 
 
Robert A. Milton 
r.a.milton@sheffield.ac.uk 
Department of Chemical and Biological Engineering 
University of Sheffield  
Sheffield, S1 3JD  
United Kingdom 
 
Peter J. Bugryniec 
pbugryniec1@sheffield.ac.uk 
Department of Chemical and Biological Engineering 
University of Sheffield 
Sheffield, S1 3JD  
United Kingdom 
 
Solomon F. Brown 
s.f.brown@sheffield.ac.uk 
Department of Chemical and Biological Engineering 
University of Sheffield 
Sheffield, S1 3JD  
United Kingdom 

  



9th International Conference on Sensitivity Analysis of Model Output 
#SAMO_2019 

 
 
 - 8 - 

Facing High-Dimensional Simulators: Faster Kriging?  
 
The continuous growth in computing capabilities and the advancement in data driven 
techniques make simulation experiments increasingly relevant for enterprises and decision 
makers. However, ‘simulation models are often tedious to build, need substantial data for 
input modeling, and require significant time to run’ . This might be an obstacle to exploit the 
simulator capabilities, especially if the simulator is used for decision-making in real time. One 
main strategy is to substitute the time-consuming simulator with a fast-running emulator over 
a region of interest (Kleijnen and Sargent 2000; Ankenman, Nelson, and Staum 2010; 
Rosenbaum and Staum 2017) 
  
Kriging is among the most well-known and applied emulation methods in simulation (Kleijnen 
2017; Ankenman, Nelson, and Staum 2010; Chen, Ankenman, and Nelson 2013). The merits 
of Kriging range from its analytical tractability to the fact that it yields not only a point estimate 
of the prediction, but also a corresponding error quantification (T.J. Santner, Williams, and 
Notz 2003). Forecast accuracy, the ability of using all available information, and speed in 
training and prediction are of primary interest to the analyst in practical applications. Accuracy 
is essential for obvious reasons. However, the ability to use all available information often 
generates a trade-off between accuracy and speed. In training, memory requirements 
associated with matrix inversion limit the size of the dataset that can be used. Similarly, the 
manipulation of large matrices increases the execution time in prediction, reducing the 
convenience in using the emulator. 
  
This work addresses this issue, proposing a new implementation that enables the application 
of Kriging to simulators of larger dimensions and datasets of larger size than in current practice. 
The algorithm is a hybrid between the Gaussian process regression algorithms of the statistical 
machine learning literature and the typical algorithmic implementation of Kriging in 
simulation. The calculation of the Kriging mean and variance borrows from the work of Rudi, 
Camoriano, and Rosasco (2015) on Nyström regularization, with a modification to take into 
account the constraint of positive variance, which is often neglected in machine learning 
studies. We provide theoretical foundations, proving the analytical expressions of the 
estimation error for both the mean and variance estimators. The computational analysis 
shows that the algorithm requires a total cost of order O(nm(d+m)) in time, O(m^2 + n) in 
space, where d is the number of inputs, n the sample size, and m< n the size of the Nyström 
centers. This promises to be a notable saving compared to universal Kriging algorithms, whose 
requirements are essentially of O(n^3) in time and O(n^2) in space. 
  
The work then reports results of extensive numerical experiments to compare the 
performance of the proposed algorithm against current Kriging implementations (see the 
recent analysis in (Erickson, Ankenman, and Sanchez 2018) on simulators of increasing 
dimensionality. Findings show notable savings in time and memory requirements that allow 
one to breach the 10,000 simulator-input barriers. Moreover, we challenge the fast Kriging 
emulator in the estimation of complex functionals of the simulator output distribution, global 
sensitivity measures, that require several thousands of prediction runs, serving as a test of the 
time advantage promised by the theoretical analysis of the algorithm. 
 
References 
 
Ankenman, Bruce, Barry L. Nelson, and Jeremy Staum. 2010. “Stochastic Kriging for 
Simulation Metamodeling.” Operations Research Publication 58 (2):371–82. 
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Session 2: Meta-modelling in sensitivity analysis II 

Bayesian model averaging of sparse polynomial chaos expansions  
 
We consider a model response y=f(x) function of d independent random variables x = . 
Polynomial chaos expansion (PCE) is a powerful method for high-dimensional representation 
of input- output relationship when model inputs are independent of each other [1, 2]. The 
Bayesian sparse PCE of [3] proved itself to be very efficient to perform this task. The latter 
relies on a sophisticated algorithm that finds the best sparsest polynomial chaos expansion 
possible. Let us denote by M_n(x) a given PCE representation. 
  
By best possible it is meant that a trade-off is to find between the number of terms in the 
expansion and the variance error (both to be as small as possible). The performance of a given 
PCE candidate is measured through its associated likelihood, denoted p(yIM_n), also called 
model evidence. Indeed, evidence is the key quantity to compare competing models. 
  
In [3], the best PCE is identified by stepwise regression during which the current subset is 
enriched with a new element. Then, the evidence associated with the enriched PCE is 
computed and compared to the previous one. If the new evidence is better than the previous 
one, then the enriched subset is kept, otherwise, the previous subset is selected. Notably, the 
enrichment process obeys to an algorithm that circumvents the curse of dimensionality. The 
iteration automatically stops when no more relevant terms are added to the subset. 
  
Model evidence in the procédure of Shao et al. [3] is approximated by exp(-0.5*KIC_n) where 
KIC_n is the Kashyap information criterion associted with M_n. While the cited authors 
investigate the best sparse PCE representation (the one with highest evidence), in the present 
work, a collection of competing Bayesian sparse PC representations (of various cardi- nality) 
are investigated. This allows accounting for metamodel errors in the calculation of sensitivity 
indices. A comparison between the Sobol’ indices obtained with the original approach of [3] 
and those computed with the Bayesian model averaging approach are undertaken onto 
different benchmark functions. 
 
References 
 
[1] B. Sudret. Global sensitivity analysis using polynomial chaos expansions. Reliability 
Engineering and System Safety, 93:964–979, 2008. 
[2] G. Blatman and B. Sudret. Adaptive sparse polynomial chaos expansion based on least 
angle regression. Journal of Computational Physics, 230(6):2345–2367, 2011. 
[3] Q. Shao, A. Younes, M. Fahs, and T. A. Mara. Bayesian sparse polynomial chaos expansion 
for global sensitivity analysis. Computer Methods in Applied Mechanics & Engineering, 
318:474–496, 2017. 
[4] R. L. Kashyap. Optimal choice of AR and MA parts in autoregressive moving average models. 
IEEE Trans. Pattern Anal. Machine Intell., 4(2):99–104, 1982.  
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Variogram-based Sensitivity Analysis: Bridging Derivative-based and 
Variance-based Approaches?  
 
Sensitivity Analysis, as a science, has evolved significantly over the past few decades. There 
now exists a range of approaches and methods for SA, based on different theories and 
philosophical characterizations of sensitivity of system/model responses to controlling factors. 
The “derivative-based” and “variance-based” approaches are two general, perhaps the most 
commonly used approaches to SA. The former globally aggregates the measures of local 
sensitivity (i.e., partial derivatives) across the factor space, while the latter decomposes the 
total variance of a model output and attributes its parts to different factors that are allowed 
to vary in the factor space. The theoretical differences between different approaches often 
make them result in different, sometimes conflicting sensitivity assessments, when applied to 
the same problem.   
 
This presentation introduces a recently developed “variogram-based” theory for SA. This 
theory, called Variogram Analysis of Response Surfaces (VARS), utilizes the concepts of 
anisotropic variograms and covariograms to characterize the sensitivity of model response to 
controlling factors across the full range of factor “perturbation scales”. Therefore, VARS 
directly recognizes that there is a spatially-ordered variance and covariance structure in the 
response surface, and hence in its derivatives, and uses such information to generate a 
comprehensive set of indices for global sensitivity. VARS may be viewed as a “unifying theory”, 
as it is theoretically shown that the derivative-based and variance-based approaches are 
special cases of VARS, and their sensitivity indices (e.g., variance-based total-order effects and 
elementary effects) can be estimated by VARS as well. It is further shown that VARS is highly 
computationally efficient and statistically robust because, in parts, it is based on pairs of points 
in the factor space rather than individual points.   
 
References  
 
[1] Razavi, S., and H. V. Gupta, (2015), What do we mean by sensitivity analysis? The need for 
comprehensive characterization of ‘‘global’’ sensitivity in Earth and Environmental systems 
models, Water Resources Research, 51, 3070–3092, doi:10.1002/2014WR016527.  
[2] Razavi, S., and Gupta, H. V., (2016), A new framework for comprehensive, robust, and 
efficient global sensitivity analysis: I. Theory, Water Resources Research, 51, 
doi:10.1002/2015WR017558.  
[3] Razavi, S., and Gupta, H. V., (2016), A new framework for comprehensive, robust, and 
efficient global sensitivity analysis: II. Application, Water Resources Research, 51, 
doi:10.1002/2015WR017559.  
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Sensitivity analysis with generalized chaos expansions  
 
Thanks to the functional ANOVA decomposition, the Sobol’ indices give, for a square 
integrable non-linear model and independent input variables, the parts of the output variance 
due to each input and to each interaction between inputs ([7], [2]). In addition, the total Sobol’ 
index provides the overall contribution of each input [3], including interactions with other 
inputs. More generally, the interaction magnitudes can be measured by the corresponding 
indices in the functional ANOVA decomposition. 
  
Many methods exist to efficiently estimate the first-order Sobol’ indices. One of the most 
popular and powerful one is polynomial chaos (PC) expansion. It consists in approximating the 
response onto the specific basis made by the orthonormal polynomials built on the input 
distributions. Indeed, its strength stands on the fact that, once the expansion computed, it 
easily gives all the ANOVA indices (in particular the total Sobol’ indices) [8]. Notice that, as the 
PC expansion must be truncated in practice, the estimated ANOVA indices provide (up to 
estimation error) lower bounds of the true ones. 

 
In general, the estimation of the total Sobol’ indices (and other ANOVA indices) suffers from 
the curse of dimensionality (number of inputs) and can be too costly in terms of the number 
of necessary model evaluations [5]. Low-cost computations of upper and lower bounds for 
total Sobol’ indices are then very useful. DGSM (Derivative-based Global Sensitivity Measures), 
computed from the derivatives of the model output, give such economical upper and lower 
bounds (see [4] for a review). For upper bounds, general optimal results are obtained in [6]. 
For lower bounds, only special cases (uniform, Normal and Gamma) have been investigated 
in [9, 4]. The bounds given in [4] are quite rough as they are smaller than the first-order Sobol 
indices. In our work, we follow the tracks opened by [9] using PC expansions, but for both 
more general distributions and expansions. Recall that it is desirable to consider a wide range 
of input distributions. Indeed, transporting input distributions to uniform ones induces 
undesirable properties in the modified model. 
 
The aim of our work is to investigate extensions of PC expansions for sensitivity analysis, with 
a focus on DGSM. Hence, we consider expansions obtained by tensorized Hilbert basis of 
functions, that we call generalized chaos expansion. We first prove that, as for PC expansions 
[8], any ANOVA index can be obtained by simple algebraic operations on the decomposition 
coefficients. Lower bounds are obtained by truncation of the expansion. Then, we consider 
the special case of a Hilbert basis given by the eigenfunctions of an elliptic differential operator 
(DO) associated to the input distribution. This DO is naturally associated to a Poincaré 
inequality [1]. By analogy to PC expansions, the corresponding Hilbert basis will be called DO 
expansions. We show that DO expansion can be rewritten with derivatives, and thus provides 
accurate lower bounds for DGSM. 
 
There is a closed connection between DO and PC expansion. When using specific weights in 
Poincaré inequalities, DO expansions correspond to Legendre polynomials used in PC 
expansions for the uniform distribution, and to Hermite, Laguerre and Jacobi polynomials, 
used for the Normal, Gamma and Beta distributions [1]. However, except for the Normal 
distribution, the DO expansions associated to the usual unweighted Poincaré inequality give 
other expansions, involving non-polynomial functions. In particular, for the uniform 
distribution, it coincides with the Fourier expansion. 
 
There are several advantages for using DO expansions. Firstly, as shown above, it can be 
viewed as an extension of PC expansions, which is already a powerful technique for sensitivity 
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analysis. Secondly, computations can be done for a large range of admissible probability 
distributions, e.g. those supported by a compact interval and satisfying a Poincaré inequality. 
Thirdly, DO expansions can be immediately used to approximate DGSM. In particular, the 
computations involve the same numerical method used to compute DGSM upper bounds, 
which reduce the global computation cost for computing (upper/lower) bounds on DGSM. 
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Poster Session 1: Meta-modelling in sensitivity analysis and 
applications to engineering/reliability issues  

Cross-validation based adaptive sampling for Gaussian process models  
 
In many real-world applications, we are interested in approximating black-box, costly 
functions as accurately as possible with the smallest number of function evaluations. A 
complex computer code is an example of such a function. In this work, Gaussian processes 
(GPs) are used to approximate the output of complex computer code. This surrogate model is 
known as an emulator. We consider the problem of extending an initial experiment (set of 
model runs) sequentially to improve the emulator. 
  
A sequential sampling approach based on leave-one-out (LOO) cross-validation is proposed 
that can be easily extended to a batch mode, where at each iteration a set of input points is 
selected for evaluation. This is a desirable property since it saves the user time when parallel 
computing is available. After fitting a GP to training data points, the mean squared LOO error 
is calculated at each design point. The mean squared LOO error is used as a measure to identify 
important data points. More precisely, when this quantity is large at a point it means that the 
quality of prediction depends a great deal on that point and adding more samples in the 
nearby region could improve the accuracy of the GP model. As a result, it is reasonable to 
select the next query sample where the mean squared LOO error is maximum. However, the 
errors are only available at the data points and need to be estimated at unobserved points. 
To do this, a second GP is fitted to the mean squared LOO errors and the point where the 
maximum of the modified expected improvement (EI) criterion occurs is chosen as the next 
query location.  
 
EI is a popular acquisition function in Bayesian optimisation and is used to trade-off between 
local and global search. However, it has tendency towards exploitation, meaning that its 
maximum is close to the sample with maximum value. To avoid clustering, a modified version 
of EI, called pseudo expected improvement (PEI), is employed which is more explorative than 
EI and allows to discover unexplored regions. PEI is obtained by multiplying EI by an influence 
function which is a measure of distance between the training data based on the metric of the 
(second) GP covariance kernel. The results show that the proposed sampling method is 
promising.  
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Application of global sensitivity analysis in the optimization design of 
aeronautical hydraulic pipelines  
 
This work investigates the design of constraint hoops in the aeronautical hydraulic pipeline 
system. The non-probabilistic sensitivity analysis is used to screen out the hoops which are 
both insensitive to the maximum stress response, the maximum displacement response as 
well as the first order natural frequency. The analysis result can give the guidance to reduce 
the size and the weight of the pipeline system. Based on the pretreatment analysis, the 
position coordinates of the remaining constraint hoops are further optimized. The comparison 
before and after optimization reveals that the dynamic performances of the pipeline system 
are improved significantly. This study indicates that the proposed method can provide an 
effective solution to the design of the aeronautical hydraulic pipeline system. 
  
In aeronautical hydraulic systems, the constraint hoops are widely used for fixing and 
supporting the pipeline system to reduce the impact of the terrible working environment. 
However in engineering practice, the parameters and locations of the constraint hoops are 
mostly uncertain. These uncertainties can easily cause local stress concentration which 
becomes the failure source of the pipeline structure and weakens the reliability of the 
aeronautical hydraulic system seriously. And apart from this, the positions of the constraint 
hoops of the hydraulic pipeline system are mostly determined based on the designer’s 
experiences. Hence it is significant to propose an optimization design method of the constraint 
hoops. In this study, non-probabilistic sensitivity analysis is used as the key part of proposed 
method. 
 
Sensitivity analysis is a method for analyzing how the uncertainty of model input affects the 
uncertainty of the output response. However, in engineering practice, it is a great challenge 
to get the sufficient experimental data. Therefore, the probabilistic model is no longer 
applicable and the non-probabilistic model such as interval model is an ideal choice. The non-
probabilistic method is introduced while only the upper and lower bounds of the uncertainties 
are easy to get other than the precise random distribution information. For the pipeline 
system studied in this work, the interval model is used to describe the uncertainty of the spring 
stiffness and the non-probabilistic global sensitivity indices are introduced to measure the 
contribution of input variables to the dynamic response of this pipeline system. According to 
the result of the analysis, the constraint hoops which have no or little effect to the output 
response are screened out and can be neglected in engineering design. After the screening, 
the positions of the remaining constraint hoops need to be optimized in order to further 
improve the dynamic performances of the hydraulic pipeline system. 
 
The finite element model of the complex hydraulic pipeline system which will be optimized in 
this study is built in ANSYS at first. In this model, there are more than twenty hoops which can 
be simplified as the spring elements to constrain the radial displacement of the pipeline 
system. And those spring stiffness of the constraint hoops are considered as the input 
variables. Basing on the non-probabilistic global sensitivity index, the hoops which have none 
or less effects on three dynamic responses are screened out and can be neglected in order to 
reduce the weight in the design. According to the above non-probabilistic global sensitivity 
analysis, there are three constraint hoop stiffness having little effect on the three responses. 
The exact positions of remaining hoops need to be determined by adapting the reliability 
optimization method. Considering the dynamic reliability based on the First-passage theory, 
the optimization model of this hydraulic pipeline system is established. The objective function 
is the maximum standard deviation of stress response of the pipeline system, the design 
variables are the coordinates of the constraint hoops position and the three constraint 
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functions are the maximum standard deviation of displacement response constraint of the 
system, the dynamic reliability constraint of the system and the first order natural frequency 
constraint of the system, respectively. In this study, the optimization method Sequential 
Quadratic Programming (SQP) is employed to solve the optimization problem. The 
optimization results show that within about 500 times of the objective function evaluations, 
the maximum standard deviation of stress response is reduced by about 44%. And apart from 
this, the three constraint conditions which include the maximum standard deviation of 
displacement response, the dynamic reliability and the first order natural frequency are 
satisfied. This indicates that the proposed optimization design method not only reduces 
weight but also improves performance of the pipeline system. The proposed method provides 
a reasonable suggestion for the design of the hydraulic pipeline system.  
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Multi-fidelity Radial Basis Function Metamodel for Global Sensitivity 
Analysis  
 
Global sensitivity analysis aims at quantifying the relative importance of input variables in 
determining the value of an assigned model output. Over the last several decades, GSA has 
received much attention and many different GSA methods have been well developed. Among 
these approaches, Sobol index has been widely used in the practice application since it can 
provide some valuable information of model and be realized easily. The Sobol index is often 
computed by Monte Carlo technique or Quasi Monte Carlo. However, the high computational 
cost of high dimensional integrals makes it practically unsuitable for most computationally 
intensive model analysis. 
  
To address this issue and reduce the computational burden, a multi-fidelity metamodel 
estimator based on Gaussian radial basis function (RBF) is proposed. Since the accuracy of 
metamodel is to some extent determined by computer experiment, the optimal Latin 
hypercube design is employed to generate a limited number of design points, which are used 
to build the Gaussian RBF high and low fidelity metamodels. To allow a high accuracy 
prediction to the physical model response, the multi-fidelity RBF metamodel is constructed by 
linear regression mapping of low fidelity RBF metamodel to the high fidelity one. Subsequently, 
an analytical expression is derived from the multi-fidelity RBF metamodel to estimate Sobol 
index. Several numerical experiments are performed to compare the performance of the 
proposed method with single fidelity RBF method, and the results demonstrate that the 
proposed method is an efficient approach. 
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Application of Sensitivity Analysis Methods for Investigation on 
Pneumatic End-Position Cushioning  
 
Pneumatic drives find a widespread application in the modern industry, not only as a cheap 
and reliable alternative to electric drives, but also as a front runner in some special fields. 
Pneumatic drives are essential in food, medical and diverse explosion-hazardous technologies, 
where they have gained a reputation of hygienic, safe and reliable systems. 
  
Within the last decades pneumatic technology has been progressing under a motto 
“strengthen the strengths and weaken the weaknesses”. The first part of the expression 
relates to a further increase in system flexibility, reliability and ease of use of pneumatic 
applications, which all are mainly brought about by integrated electronic control systems. This 
have made pneumatic drives smarter, safer and simpler in both operation and design. 
However, despite of the technological progress in the field of electronics and communication 
technologies, time-costly manual works are still needed when setting up or adjusting some 
basic pneumatic components, as throttles or damping devises. This lengthens the duration of 
start-up and sometimes of regular maintenance procedures. 
  
Especially pneumatic end-position cushioning systems, used in most pneumatic cylinders to 
absorb an excess of kinetic energy of the moving mass by the end of the stroke, are very 
sensitive to changes in operational conditions, setup and environment. Whenever one of 
those parameters has been changed, manual readjustment is needed. The latter has usually a 
trial-and-error nature. In parallel, a maximum quantity of energy, absorbed by pneumatic end-
cushioning, often appears as a limitation factor when sizing the pneumatic cylinder. An 
engineer would prefer rather a large-scaled cylinder with a proportionally higher damping 
capability to bring the moving mass softly and safely to the end position. Large-scaling of 
pneumatic drives, however, contradicts the second part of the development trend: to weaken 
the weaknesses. High energy consumption is the most aching weakness of pneumatics, and 
an increase in cylinder diameter results directly in an increase in energy consumption whilst 
performing the same net work. Summing up, the pneumatic end-cushioning needs to be 
redesigned to achieve a lower sensitivity against the changes from the outside, thus increasing 
the robustness of the drive and replicability of the technological processes, as well as to 
enhance energy absorption without enlarging the system or pushing up the costs. 
  
A common tool used to solve similar engineering tasks is the optimization of parameters 
having a major influence on the system’s behavior. In most problems in the field of hydraulics 
and pneumatics these parameters are already well-known and visible. The number of 
optimized variables seldom exceeds 6…8 degrees of freedom. However, a damping process 
in pneumatic end-cushioning involves simultaneously different physical domains, which are 
fluid mechanics, heat transfer and tribology. And there is a great number of factors that may 
inflict the damping behavior, making optimization difficult. 
  
Thus, to investigate the strategies for performance improvement of pneumatic end-
cushioning, sensitivity analysis is used within this study. The prior goal is to find out the design 
factors with a major influence on the ability of the end-cushioning to absorb kinetic energy. 
These high-importance factors will be further used for robust optimization, to reduce the 
above-mentioned sensitivity of the system against the operational and environmental factors. 
In this paper methods and settings for sensitivity analysis and their application for a model of 
pneumatic end-cushioning systems are discussed. 
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In the first step, a lumped-parameters simulation model of pneumatic end-position cushioning 
is built in ESI ITI SimulationX software. The model inputs are represented by factors that can 
be affected in the design process. They correspond to geometrical dimensions and material 
properties of cylinder parts. These inputs are varied between their physically reasonable limits. 
As model outputs, whose sensitivity against the inputs should be determined, energy losses 
during the damping process, peak deceleration and damping power are considered. Further, 
the model is experimentally validated to provide adequate data for a friction model and flow 
characteristic of the damping throttle. 
  
In the next step sensitivity analysis is performed. Due to nonlinearity and nonmonotonicity of 
the model and large variations of the input parameters, only global sensitivity methods are 
considered to be suitable. The sensitivity analysis is performed in the R programming 
environment by means of Sensitivity Package. Matlab is used for data exchange between the 
simulation software and R. Ten variance-based methods are applied for analysis of the model 
with different number of inputs (8 and 20 variables). Their results for various sampling 
strategies and sample sizes are compared for three model outputs. As a result of the study 
following questions are answered: 
* which methods and sampling strategies provide the lowest dispersion and standard error of 
total and first-order sensitivity indices for the same simulation costs (number of model runs) 
for a model with 8 inputs; 
* do these methods and sampling strategies perform better for the model with 20 inputs as 
well; 
* how different the dispersions of all three outputs can be by all other conditions being equal; 
* can the needed sample size for a many-inputs model be predicted by evaluation of the data 
gained for a few-inputs model, in order to meet the desired dispersion and standard error of 
the sensitivity indices for the lowest simulation costs; 
* how do the results of sensitivity analysis depend on the applied method and sampling 
strategy. 
  
This study allows not only to reach the prior goal, i.e. to find out the input factors with the 
highest influence on the outputs, but also to collect the information about how the sensitivity 
analysis should be performed in the engineering tasks similar to the presented one in terms 
of number of variables, and system properties as nonlinearity and nonmonotonicity. This 
information may contribute to increase the incidence of use of sensitivity analysis as a 
powerful and efficient tool in industrial engineering in general. 
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Uncertainty quantification and Sensitivity Analysis in Composite 
Materials using Sampling based Non-Intrusive Approaches  
 
Composite materials have been increasingly used in aerospace, construction, sports, and 
transportation industries due to their superior properties. As the process of manufacturing 
and testing of these composite materials is time-consuming and sometimes unfeasible, 
modeling and simulation approaches are more suitable and imperative. These materials 
possess hierarchical structures which require the use of multiscale modeling. This implies the 
need for the development and integration of models for the reliable prediction of materials 
at different scales. 
  
Uncertainties in the microstructure of composite materials are inherent to the processes used 
to manufacture these materials. The effect of these uncertainties may cause uncertainties in 
the evolution of damage processes. To analyze the effect of these uncertainties in composite 
materials, the simulation process must be integrated with uncertainty quantification and 
uncertainty propagation (UP) methods. However, due to the complexities in modeling 
processes and significant computational costs in uncertainty analysis, very limited 
advancement has been seen in this direction. 
  
The work proposed in this paper takes a few steps in the direction of an improved material 
modeling which includes uncertainty and sensitivity analysis in order to produce a more 
realistic representation of composite materials. In this work, several non-intrusive (sampling-
based) approaches and sampling techniques are proposed for multiscale UQ and UP to 
address these limitations. We apply these approaches to quantify the effect of uncertainties 
in a composite leaf spring test case where Epoxy resin 914C and Carbon Fiber T300 are the 
base material. For the structural analysis of the deterministic test case, the commercial solver 
ABAQUS is used. The uncertainties are introduced in the volume fraction and physical 
properties of the base materials. This work is conducted in the framework of the European 
Project COMPOSELECTOR (Multi-Scale Composite Material Selection Platform with a Seamless 
Integration of Materials Models and Multidisciplinary Design Framework) H2020. The ultimate 
aim of this project is to develop a Business Decision Support System (BDSS), which integrates 
materials modeling, business tools, and databases into a single workflow to support the 
complex decision process involved in the selection and design of composite materials. 
  
Acknowledgment: The authors would like to acknowledge the support of EU H2020 
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Global Sensitivity Analysis of ballistic free-flight experiments: does the 
model preserve the behaviour of the system? 
 
Problem statement 
Knowledge of the projectile’s in-flight behaviour enables its development as a munition. 
Necessary tasks—such as: autopilot design, navigation algorithms implementation, or 
trajectory prediction—can be undertaken only if the behaviour of a projectile is correctly 
characterised and known. Following the importance of the characterisation task, the 
aerospace and ballistic research community has developed several approaches to successfully 
identify the projectile aerodynamics. Principally, they can be divided into wind tunnel tests, 
computational fluid dynamics simulations, and free-flight experiments. The last can be 
considered as the most realistic method, since the projectile’s behaviour is observed—and 
then used for a data-based identification procedure—under real flight conditions at a ballistic 
test range. 
  
However, realistic test conditions introduce several sources of uncertainty to the 
mathematical model of a projectile, which is a nonlinear structure with time-varying output 
signals. Principally, the initial flight conditions are unknown, meaning that the initial state 
vector may be considered only as a vector of nominal values with uncertainty around them. 
Similarly, the influence of the aerodynamics of the projectile is known only approximately, 
based on wind tunnel or CFD analysis, and remains to be verified during free-flight 
experiments. 
  
In effect, free-flight experiments can be considered as a setting for a global sensitivity analysis 
(GSA), with unknown test conditions corresponding to the sources of uncertainty. The benefit 
of conducting GSA in this case lies in the ability to test if the model behaves in the physical 
manner, as well as to visualise the influence of uncertain parameters on the time-varying 
measurements, such as accelerometers and magnetometers. Additionally, according to 
authors’ best knowledge, the utilisation of GSA in the field of ballistics is a novel application, 
since currently only the local sensitivity analysis has been applied in the domain. 
  
Approach 
Our approach takes advantage of two premises in order to efficiently calculate time-varying 
Sobol’ [1] indices: 
* In order to significantly reduce the computation time required for each simulation, the 
analysis is performed on a specially developed model structure: a quasi-LPV (linear parameter-
varying) one, obtained by a reference-frame transformation, which reduces the numerical 
complexity of solving the ordinary differential equation, while being analytically equivalent to 
the original, nonlinear model [2]. 
* In order to reduce the amount of simulations necessary, a permutation-based approach of 
Mara [3] is applied: the model is simulated first for a sampling matrix X1; then for a sampling 
matrix X2, where X2 is a permuted matrix X1.  
  
Analysis is performed for a quasi-LPV model of a projectile in flight that consists of 12 state 
equations and 9 output signals. The output signals correspond to three-dimensional 
accelerometers, magnetometers, and gyroscopes. Uncertain inputs for GSA consist of 8 
parameters: the unknown initial translational velocity, the unknown initial pitch and yaw rates, 
the unknown mass, the unknown initial pitch and yaw angles, as well as unknown normal force 
coefficient and unknown axial force coefficient. For the unknown parameters, uniform 
distribution is assumed, and their nominal values are selected in such a way, that they 
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correspond to testing conditions at the ballistic testing ground in Baldesheim, France [4]. The 
total sample size is N = 40 000. 
 
Results 
Results of the GSA confirm the predictions of the domain knowledge of ballistics and 
aerodynamics: 
* The initial Euler angles influence only the magnetometer measurements, and only for the 
first few seconds of a flight. 
* The effect of axial force coefficient uncertainty is visible especially in the axial accelerometer 
measurements. 
* The effect of normal force coefficient uncertainty is visible in the remaining two 
accelerometer measurements. Additionally, its effect on magnetometer measurements is 
visible, and it increases over time, while the influence of initial Euler angles uncertainty 
diminishes.  
* Small mass uncertainty does not influence the sensor measurements.  
 
The observed effects are especially interesting in the context of identification of unknown 
parameters: knowing that non-influential parameters are non-identifiable [5], one can easily 
confirm that some of the model parameters might be identifiable using only some of the 
sensors, and only in some periods of time. For example, any attempt to identify initial Euler 
angles using magnetometer measurements after a few seconds of flight would be futile. 
Moreover, the conformity of the results with the domain knowledge suggests that the quasi-
LPV model has been correctly developed and effectively preserves the real behaviour of a 
projectile. 
  
Conclusions 
GSA can be considered an effective tool to visualise physical knowledge in ballistic systems 
and to detect potentially identifiable parameters. In the context of the present work, it can be 
also concluded that the model structure used in analysis correctly represents the physical 
behaviour of a studied system: a projectile in flight.   
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Contrast based global sensitivity analysis of failure probability  
 
The failure probability of a structural steel member is investigated using a global sensitivity 
analysis subordinated to contrast. The study deals with the failure of a load-bearing steel 
bridge beam under bending. The failure is caused by brittle fracture caused by many repeated 
stresses. The computational model of fatigue crack progression is based on linear fracture 
mechanics. The main objective of probability-oriented sensitivity analysis is structural 
reliability. 
  
The fundamental question in terms of structural reliability is how significant is the effect of 
input random variables on the on the ultimate limit state of load-bearing steel beam. The 
sensitivity indices are estimated using double-nested-loop simulation of the Latin Hypercube 
Sampling method. The equivalent stress range is identified as the dominant variable most 
influenced the failure probability.  
 
The second dominant variable is the initial edge crack. Both variables exhibit strong 
interaction effects, mutually and also with the other variables. New findings indicate that 
interaction effects among input variables strongly influence the failure probability.  
 
The results are important for the lifetime reliability analysis of steel bridges having reached or 
exceeded expected life. Fatigue is one of the more critical forms of damage in steel bridges. 
Prediction and accurate assessment of the state of fatigue damage and the remaining fatigue 
life of steel bridges remains a challenging and unresolved task.  
 
Global sensitivity analysis, which is capable of identifying the most critical and essential 
contributors of input variables to uncertainty of failure probability, is one of valuable 
techniques in solving the problem of structural reliability. The results of global sensitivity 
analysis present a significant contribution to the extension of knowledge in the field of the 
reliability theory of building structures. 
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Variational Inference for sparse recovery of Polynomial Chaos 
expansions  
 
We present a novel approach for the construction of Polynomial Chaos expansions based on 
hierarchical Bayesian models, The approach attempts to estimate posterior densities of the 
coefficients of Polynonial Chaos expansions using Variational Inference , that is by 
approximating the posterior distribution of the parameters of interest via minimization of the 
relative entropy between the true posterior and its approximation.  
 
Additionally, motivated by the Dictionary Learning (DL) literature, the hierarchical Bayesian 
model under consideration enforces sparsity in the chaos series expansion with the presense 
of a Bernoull prior on the multicative constants on the coefficients, whose success 
probabilities are jointly inferred within the VI framework. The efficiency of the approach is 
demonstrated through several numerical examples.  
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A Reliability Analysis with an Active-learning Metamodel for the 
Reconstruction of a Dissected Aorta Cross-section  
 
Aortic Dissection is a disease that affects the aorta. It develops with the formation of a 
secondary volume in which blood is collected. This condition is often undiagnosed because of 
its rapid development and degeneration. Patients with AD often die between one day and one 
week. In mathematical and computational models of this disease, the level of uncertainty is 
extremely high. One of the leading causes of this uncertainty is the lack of useful datasets and 
experiments that allow a better understanding of the genetic and development of AD. 
  
Uncertainties reside mainly in the model's input parameters. They result from errors in the 
measurement, or precisely, from a lack of information necessary for the development of the 
model. Therefore, assumptions and hypotheses come to our aid, but they also bring with them 
a price to pay: uncertainty. 
  
The primary task of Uncertainty Quantification (UQ) is allocating uncertainty, and 
understanding how and which one is meant to be reduced. This tool is also able to modify 
models toward a patient-specific approach, that is, the ability to extract the right information 
from a few selected inputs that will be provided to the model. 
 
This project aims to use the structural reliability analysis technique for the reconstruction of 
a dissected aorta cross-section. The objective of structural reliability analysis is to determine 
the probability of failure of a system concerning a performance criterion. This criterion is 
influenced by the uncertainty in the input parameters to the model. Given a function g(x) that 
represents the model, the limit state surface can be determined as g(x) = 0, which divides the 
output domain between success and failure response with respect to a limit-state parameter. 
The probability of failure is therefore defined as the integral of the joint input PDF with respect 
to the input parameters, on the input domain that produces a failure status. 
  
Some of the techniques most used to determine this integral are Monte Carlo Simulation, 
which, however, require a large number of simulations to obtain adequate accuracy; FORM 
and SORM methods based on the approximation of the model near the limit-state function; 
or the use of surrogate models such as Polynomial-Chaos Kriging (PCK). 
  
The goal is to use reliability analysis to identify the points to be added to the best-fit ellipse of 
the dissected cross-section, which will recreate a reasonable healthy aorta cross-section. In 
this project, the existing algorithm developed by Echard et al. in 2011 is revisited. It can 
actively enrich a reduced set of model evaluations in the vicinity of the limit-state function. 
Furthermore, the use of Kriging methods will provide information about the variance of 
approximation of the model, which could be used as a form of local error. The purpose of the 
enrichment algorithm of the initial experimental design (ED) is to provide, together with the 
PCK metamodel, information on the reliability of this reconstruction by using the statistic of 
significant interest. 

 
The adaptive algorithm is structured as follows. Initially, a random sampling technique 
generates a small ED of the input parameter, and the corresponding response is computed. A 
metamodel is then calibrated from this dataset. A large sampling is created, and the responses 
are calculated from the metamodel. The limit state surface is estimated based on the 
metamodel. An enrichment criterion of the initial ED based on a misclassification function will 
define the best candidate in the input space that has the lowest value of misclassification 
function; its response is also added to the initial ED. The algorithm starts again but with a new 
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initial dataset from which the PCK is rebuilt. The stopping criterion terminates the algorithm 
based on the convergence of the statistic of interest of the metamodel. 
  
The reference cross-section of the aorta is collected from a patient who was diagnosed with 
AD. The assumption is that the aorta best-fit geometry is an ellipse. The area and the tilt of 
the reference ellipse are then used as geometric criterions to set the reliability analysis, so to 
locate the safe and failure reconstruction responses. Physiological properties of the aorta in 
its longitudinal direction fix both geometric constraints. A set of points initially define the 
dissected aorta cross-section, which represents its segmentation. By adding one random point 
in space to its best-fit ellipse, its shape and orientation will change. This change will produce 
a new ellipse with a different area and tilt. Then, the limit-state parameter on the two 
geometric properties will restrict the selection of the new random point to a safe response 
status, avoiding the failure domain. The quantile estimation is computed after the division of 
the domain in safe and failure conditions and by setting the limit-state parameter equal to the 
quantile of interest. 
  
In conclusion, the usage of the adaptive algorithm together with the metamodel technique of 
Polynomial-Chaos Kriging will define the areas in the cross-section plane in which a point can 
be used to enrich the dissected segmentation for its reconstruction.  
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Improving computing time of the Dempster-Shafer theory through a 
Bootstrap method for applications in vehicle safety 
 
Car companies aim to build safe cars to prevent occupant injuries in the event of a crash. The 
department of vehicle safety therefore has to assess --- or rather forecast --- the 
crashworthiness and intervene if the car design will not be able to achieve certain targets. The 
National Highway Traffic Safety Administration --- the United States federal civilian agency for 
road and vehicle safety --- performs crash tests to rate the safety of the vehicle as part of the 
New Car Assessment Program star rating. This star rating is based on the vehicle safety score 
that results from a frontal, side and rollover test. Five stars stand for the best crashworthiness 
and zero stars for the worst one in the relevant vehicle category. 
  
The vehicle safety score is calculated from the star rating of the individual crash tests. For the 
frontal crash, the star rating is determined separately for the passenger and driver. Both 
depend on the probability of injuries to the considered occupant with respect to a baseline 
value. This so-called relative risk is combined from the probabilities of injury for different body 
parts --- head, chest, neck and femur. Sensors integrated in the driver and the passenger 
dummy measure injury criteria values from which the required probabilities are computed 
through risk curves. 
  
The car company itself performs these crash tests during development to predict the rating 
awarded by the administration. Identical constellations of the same crash test usually lead to 
non-identical results due to aleatoric uncertainty and the usual epistemic uncertainty inherent 
in the development process. One can model the resulting uncertainty of the injury criteria by 
introducing separate intervals for each criterion. 
  
We propose to then use the Dempster-Shafer theory (DST) to forecast the outcome of the 
NCAP rating. The DST propagates uncertainties and yields the best and worst possible rating 
arising from these uncertainties. The plausability curve represents the best possible result 
whereas the belief curve characterizes the worst. Both curves have the form of a cumulative 
distribution function. For the calculation, one has to construct all DST interval cells, $C_i$ for 
$i\in\{1,...,n\} \subset \N$, and calculate their corresponding basic probability assignments, 
$p_i$. 
  
A performance bottleneck of the DST is the high number of optimization problems to be 
solved --- $2n$ in total. The minimum and maximum values resulting from the optimization 
are needed to obtain the plausability and belief curve, respectively. To reduce the number of 
optimization problems to $2n_\text{s}, n_\text{s} < n$, we suggest to use a Bootstrap method 
for the minimum and maximum values as well as for the corresponding probabilities. For this 
purpose, we randomly select $n_\text{s}$ interval cells along with their probabilities and 
calculate the respective minimum and maximum values. The remaining cells and their 
probabilities --- altogether $n - n_\text{s}$ cells --- are then approximated by a Bootstrap 
method. 
  
By randomly choosing the $n_s$ interval cells, it is likely that the cells with the highest 
probabilities are not included. As a consequence, the approximated curves are significantly 
distorted since the largest jumps of the exact curves are missing. For this reason, we propose 
to take the $n_\text{b} < n_\text{s}$ biggest probabilities together with their optimized values 
into account. Only after that, we choose $n_\text{r} = n_\text{s} - n_\text{b}$ random cells 
from the not yet selected $n - n_\text{b}$ ones as before, optimize them and apply the 
Bootstrap method. 
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We present an adaptive approach to choose $n_\text{s}$, $n_\text{b}$, and $n_\text{r}$ that 
the optimization problems are reduced and the approximated curves reflect the exact DST. 
The exact DST plausability and belief curve are not known. Therefore, we need to specify when 
the bootstrapped curves approximate the exact curves closely. This consideration is also 
implemented in the approach. The NCAP star rating is used as an example to demonstrate our 
approach. Instead of optimizing $n = 1296$ interval cells, the approach can closely 
approximate the exact DST curves with only optimizing $n_s = 250$ cells at most.  
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Session 3: Sensitivity analysis and engineering issues 

On the convergence of quantile perturbed law-based indices in 

robustness analysis 

 
Quantile-oriented PLI 
Perturbed law-based indices aim at assessing the impact of a perturbation on a probabilistic 
quantity of interest (QoI). They were first introduced in a structural reliability framework for 
the study of a failure probability. In more recent works, they were adapted to the study of 
output quantiles when perturbing the distributions of model inputs. In this last case, they 
allowed the analysis of epistemic uncertainties which are physical parameters of thermal 
hydraulic simulation code. In practice, they are suitable for robustness analysis in any kind of 
uncertainty propagation approach. 
  
We denote q the quantile at a given level of the output Y=g(X) of a given model g with 
uncertain inputs X=(X1,…,Xd), and q’ being the same quantile for the output distribution of g 
when a perturbation is introduced on a parameter of the i-th input Xi. When applied to the 
study of output quantiles of a computer code, a perturbed law-based index is defined as a 
signed ratio of the quantile of the perturbed distribution over the quantile of the initial 
distributions [1,2]. More precisely the PLI is q’/q -1 when q’>q and 1-q/q’ else. Basically, the 
PLI measures the percentage of increase or decrease of the quantile value when, for example, 
the mean or standard deviation of Xi are moved of a certain quantity (see, for example, [3], 
section 3.3 : Methodologies of input perturbation).  
 
Estimation of quantile-PLI 
The PLI is generally estimated using a plugin estimator based on a couple of estimators of the 
quantile q and q’, as done by the PLIquantile function of the ‘sensitivity’ R package [4]. This 
last method uses a common empirical estimator for the initial quantile based on the empirical 
distribution function associated with a given output sample. The perturbed quantile is 
estimated through the same set of inpuput-output values. For this purpose, we transform the 
empirical distribution function into the perturbed distribution function. This one is obtained 
by weighting each term of the sum of the empirical distribution function by a likelihood ratio 
to handle the perturbation. This method relies on the same principle as used for importance 
sampling Monte-Carlo algorithms.  
 
Asymptotic law of the quantile-PLI estimator 
In spite of their advantages and use in an industrial context, no theorem was proved to 
guarantee the convergence of the quantile-oriented version of PLI as exists for failure 
probabilities. The convergence of the estimators of q and q’ has been long established and 
CLT for both estimators are mentioned in many papers ([5] for example). However, proving 
such a theorem for the estimator of the PLI requires to study the asymptotic law of the couple 
of the two estimators which is not straightforward when the estimators are correlated. In 
particular, when both initial and perturbed estimators come from the same sample. 
 
We have proven recently that, under the existence of a third moment of the likelihood ratio, 
a bivariate CTL exists for the joint distribution of the two estimators. We also give the 
covariance matrix of the bivariate Gaussian distribution asymptotically reached. This allows 
to obtain a CLT for the estimator of the PLI the same way as the one proved in [3] (Appendix 
D) for failure probabilities-PLI.  
Perspectives 
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This result first of all suggest to compute approximate bounds of confidence intervals (CI) for 
the estimator of quantile-PLI. But such an asymptotic CI requires to know the density function 
of the output to be computed. We propose to use kernel estimators for the output density 
and the maginal perturbed input density, which could also be used for the estimation of the 
corresponding CDF and allow a better estimation of q and q’. The next steps would then 
consist in implementing such an estimation method for the PLI and compare it with its 
“empirical” estimator, as well as the estimated bounds of the asymptotic CI provided by the 
CLT should be compared against the bootstrap bounds currently provided by the PLIquantile 
function in R.  
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An Application Example of the JRC Methodology for Interoperability 
Testing: Design of Experiments, Uncertainty and Sensitivity Analysis  
 
In this work we apply the methodology for interoperability testing developed at the Smart 
Grids Interoperability Laboratory of the Joint Research Centre of the European Commission to 
test the interoperability between a data concentrator and a set of smart meters [1]. 
  
Data concentrators and smart meters are fundamental components of a smart electricity grid. 
Smart meters are simple electronic devices that register real-time consumption and 
generation of electricity, in a household or an industry, and send the data to the electricity 
retailer for monitoring and billing. 
  
A data concentrator connects smart meters from the same neighborhood providing 
communication capability with a large number of them. The data concentrator can be 
configured to request periodic electricity information from each smart meter. 
  
For the correct functioning of the smart grid, components and systems must be interoperable. 
Interoperability is, loosely speaking, the ability of such components / systems to communicate 
appropriately and understand each other so that they can properly perform the function they 
are supposed to perform. 
  
Design of experiments and the sensitivity / uncertainty analysis are relevant components of 
the methodology, which can reveal the limits of a system under test and give valuable 
feedback about the critical conditions which do not guarantee interoperability. The design and 
analysis of experiments employed in the JRC methodology supply information about the 
crucial parameters that either lead to an acceptable system performance or to a failure of 
interoperability. 
  
The system is stress-tested under different conditions by varying three parameters: the rate 
at which meter data are requested by the data concentrator, the number of smart meters 
connected to the data concentrator and the amount of information contained in each data 
packet that is supposed to be transferred from the smart meters to the data concentrators. 
  
For each combination of these three factors (identified by quasi Monte Carlo sampling), the 
share of readings correctly received by the data concentrator from a set of smart meters is 
measured in a real experiment. This quantity is taken as a measure of the level of 
interoperability between the two devices. 
  
Each experiment lasts 3 hours plus the time to set-up the infrastructure. Therefore, only a 
small amount of experiments can be executed, for a given time budget. For this reason, a 
restricted number of uncertain factors is usually considered, otherwise the number of 
experiments required to fill the factors' space would necessarily be too large thus making the 
analysis unfeasible. 
  
The uncertainty analysis shows that a change of the system’s conditions has an effect on the 
system’s overall interoperability and the critical region where the system is not interoperable 
can be ascertained through Monte Carlo filtering. 
  
The sensitivity analysis works in parallel to the uncertainty analysis helping the experimenter 
to understand important and non-important factors to facilitate the subsequent 
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implementation of a meta-model that is needed for the uncertainty analysis and the Monte 
Carlo filtering. 
  
It was decided to implement a High Dimensional Model Representation (HDMR) meta-model 
[2] using the INTEROP software developed by Broda Ltd. Starting from the original SobolGSA 
application, INTEROP allows the automatic implementation of a Python code for the HDMR 
that can be used to run the meta-model a large number of times thus covering the space of 
uncertain factors as much as possible and allowing the user to find the critical region(s) where 
the system is not interoperable. 
  
The meta-model computes the share of readings correctly received by the data concentrator 
from a set of smart meters, as a quantitative measure of the level of interoperability between 
the two devices. 
  
The meta-model was run over a fine regular grid in the space of the two factors: "rate at which 
meter data are requested by the data concentrator" and "number of smart meters connected 
to the data concentrator", for a given value of the third factor "amount of information 
contained in each data packet ". 
  
We will show the results of running the HDMR on the space of the three factors, highlighting 
the critical areas where the share of readings correctly received from the data concentrator is 
too low to be acceptable. 
  
The HDMR allows the estimation of the sensitivity indices, which are computed to identify the 
most and least important factors. This information is crucial because, being impossible to 
display the input – output relationship on a 4D space, the sensitivity analysis helps 
understanding which minimum set of 3D scatterplots is necessary to display in order to 
visualize the critical regions in the space of the factors. 
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Study on a gas crisis in the EU, uncertainty and sensitivity analysis  
 
Natural gas plays an important role in the share of energy in the EU. Nevertheless, only a few 
Member States have significant indigenous resources, which makes the EU very dependent 
on third countries such as Russia, Algeria, Norway and Qatar to satisfy its gas demand. In 
January 2013 a commercial dispute between NAFTOGAZ of Ukraine and GAZPROM produced 
the largest gas crisis ever experienced by the EU and some neighbouring countries. This event 
triggered legislative initiatives at a European level starting with Regulation No 994/2010 
followed by Regulation (EU) 2017/1938 on "measures to safeguard the security of gas supply". 
The measures were focusing mainly on infrastructure development, diversification of supply 
resources and strengthening regional cooperation between countries that have a common 
supply source and therefore are exposed to the similar risks. 
  
Shortly after the occurrence of the 2009 gas crisis, JRC started developing a new simulation 
tool: the “gas emergency flow” model (GEMFLOW; Szikszai and Monforti, 2011). The aim was 
to assess the possible outcomes of a supply disruption beforehand and minimize losses during 
an emergency by finding the optimal distribution of flows based on Monte-Carlo modelling 
principles. This new tool has been modified and improved several times over the years in order 
to have a more enhanced view on the resilience of the natural gas supply system during supply 
crises (Rodríguez-Gómez et al., 2016). In its present status, the described model cannot serve 
as a hydraulic software that is currently used by the national system operators, but it is able 
to draw significant conclusions on the European gas system's capabilities. 
  
GEMFLOW simulates the reaction of an interconnected regional gas system to a gas crisis. 
Countries are linked to one another by maximum one (virtual) pipeline summing up the 
capacities of all (real) pipelines connecting them. All storage spaces and capacities as well as 
production and LNG capacities are supposed to be virtually available to meet gas demand, 
leading to a further simplification of the system. Besides infrastructure capacities (adjusted to 
the specific disruption) the inputs that are required for the specific simulation are the demand 
and the actual stock level (to determine the actual storage withdrawal capacity). A crisis is 
simulated a user-defined number of times for a specified length by changing the availability 
of a supply source (either a cross-border point, a supply corridor or the amount of commodity 
in underground storages) and by randomising, within a set of constraints and rules on sharing 
remaining resources, the allocation of the remaining supply to all countries. Figure 1 provides 
an overview of the geographical structure of GEMFLOW. Figure 1.- Geographical structure of 
GEMFLOW indicating aggregated pipeline connections between countries (EU countries, gas 
transit countries and gas producer countries) by means of lines. 
  
The analysis of a crisis scenario focuses on the status of the supply system during and at the 
end of the crisis. Consequently the main results of the simulations are country (or region) level 
distributions for the unserved gas (the part of demand of a country or region in the examined 
area that is not met due to the crisis), days of imbalance (supply < demand) in the affected 
countries and utilisation of infrastructure (percentage of the capacities of pipelines, storages, 
production and LNG terminals that are used to cope with the crisis). 
 
In this study we analyse a gas crisis (interruption of transit gas across Ukraine to the EU) and 
pay special attention to the identification of the most important uncertain parameters and to 
the characterisation of uncertainty in key output variables. To identify the most important 
input parameters and their contribution to the output uncertainty we use Sobol sensitivity 
indices computed with the Polynomial Chaos Expansion (PCE) technique (Sudret, 2008, Shao 
et al., 2017). The PCE technique allows the estimation of the Sobol first order and total order 
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indices with fewer model runs. It therefore can successfully be applied even when the 
resources are limited and/or in the case complex models must be analysed, as it is the case of 
GEMFLOW. We combine these sensitivity indices with graphic techniques like scatterplots and 
parallel line plots. 
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Design for sensitivity analysis and sensitivity auditing on models of the 
water-energy-food nexus 
 
Quantitatively understanding the water-energy-food nexus is a needful requisite for informing 
and steering new national and global policies toward sustainability. The EU funded MAGIC 
project aims at offering to a wide set of actors (policy officers and makers, international 
agencies, NGOs,… ) a rich representation of the nexus key issues, that avoids relying on any 
closed model and could be tailored to the stakeholder’s perspective. This target is pursued 
through Quantitative Story-Telling, applied to relevant narratives about the nexus, that is 
backed up by an analysis approach grounded in bio-economics. 
  
Our contribution to the project as applied statisticians is focused on operationalizing the bio-
physical, social and quality checks required to sustain any narrative about nexus, by providing 
a formal representation apt for its quantification. Since the different perceptions, goals and 
values bound to any stakeholder, we have designed a parameterised approach to a computer 
model based on a hierarchy of processors, a logical device borrowed from relational analysis. 
In order to apply this kind of model to a set of MAGIC case studies, a software system has 
been designed to suitably declare the processors’ hierarchies and quantify the knowns (i.e. 
observations, stemming from official statistics or technical knowledge, where multiple 
observer could be attached to the same observable, thus allowing different observations) 
including a solver module to obtain unknown quantities from its graph based representation. 
  
We are fully aware that any model application would be useless without enabling the user to 
understand its ground (transparency about any assumption and input data), weaknesses 
(different kind of uncertainties simultaneously affecting its results) and strengths (the key 
relationships it enables to discover and highlight). Therefore, a strategy to allow sensitivity 
analysis and eventually enable sensitivity auditing of the results has been explicitly addressed 
during the development of the model. It had required a twofold translation process, made 
open to users via a Domain Specific Language used to declare the case study at hand and the 
input data: 
* form narratives expressed as multipurpose grammars to a structured computer model and 
* from the formal computer model to a semantically relevant mathematical model suitable to 
sustain sensitivity as well as scenario analyses. 
 
The mathematical model of the solver is based on the analogy with a multi-commodity 
network flow problem and is suitable for different parameterization of constraints and 
objective function, so to accommodate different stakeholders. From the technical standpoint 
(i.e. in the model-landscape) the solver is based on the application of an heuristic algorithm 
for optimization (belonging to the class of Mixed Integer Linear Programming, applied to a 
generalized multi-commodity transportation problem that demonstrated apt to capture the 
interdependent network flows problem to which the hierarchy of processor could be mapped) 
coded in Python by leveraging the Gurobi Optimizer libraries. 
  
The application of standard sensitivity analysis methods to this model is not straight, since the 
solution to the flow problem does not satisfy the uniqueness conditions; moreover, the 
network model encompass a large set of parameters (further expanded by potential 
stakeholders choices) that can each take on many different values, making the sensitivity 
analyst to cope with a vast space of potential parameter combinations. Therefore, a suitable 
approach should be selected and an apt design identified, then the procedure has to be 
automated via a further software module. 
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In our problem the focus is at highlighting the key parameters in the formal representation of 
a complex system, the coupled human-environment semantically relevant for a specific case 
study, eventually analyzed at multiple scales and keeping into account its openness. Therefore, 
we would not perform a Global sensitivity analysis, since we are not interested in the output 
uncertainty, but concerned with respect to the output itself. The input parameter intervals to 
be explored does not represent analyst’s uncertainty about that parameters but 
accommodate also for the different stakeholders’ perspectives, indeed. Whereas approach 
for Variance-based sensitivity analysis could summarize the sensitivity by identifying how 
much of the output variance is due to each contributory source of uncertainty, conversely we 
aimed at input parameters’ importance. Nonetheless, we were able to borrow useful 
analogies form the approaches for Global sensitivity analyses in the field of transportation 
networks. 
  
We have tailored a sensitivity analysis strategy allowing us to start with a small set of different 
parameters combination — aiming at a screening phase; then the results steered toward an 
increased set of points in the parameter space needed to compute a fully quantitative 
measure. This approach demonstrated both flexible, accurate and informative, and also 
achievable at a reasonable computational cost 
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Monte Carlo simulations for process innovation and design in process 
and chemical engineering applications 
 
Normal 0 
false false false  DA X-NONE X-NONE 
 
In the first part of this contribution, a review of process systems engineering discipline and 
how they contribute to design of next generation processes in chemical engineering will be 
given. In particular, development and application of PSE tools and methods to advance 
process and product development challenges in pharmaceutical and bio-based industries will 
be presented. In the next part, we present successful applications of monte carlo simulations 
using case studies.  
 
First, we present recent progress in designing next generation wastewater treatment plants 
in the era of circular economy and resource recovery paradigm. To this end, a Monte Carlo-
based framework for conceptual process synthesis and design, also called SPDLab tool, is 
presented and its application to address the challenges of wastewater treatment design is 
discussed. The key feature of the framework is that numerically it enables to work with 
predictive and complex non-linear mechanistic models of individual technological treatment 
units. This alone helps engineers to use the tool on industrially relevant problems and scales 
(as opposed to just working with simple toy problems often encountered in literature). In 
general for process design and in particular wastewater treatment plants, many uncertainties 
exists at the design stage, namely due to changing feed flowrate (quantity) and composition 
(quality) among others.  
 
Therefore the framework also includes uncertainty and sensitivity analyses as well as 
simulation based optimization techniques to handle solving design problems under 
uncertainties.Selected application of the framework to address wastewater treatment 
process synthesis and design is highlighted. As a second domain applications of Monte Carlo 
engineering, we focus on using Monte Carlo based framework to support process innovation 
and optimization for fermentation based production in dairy industry.  
 
As a third case study, we present application of the framework for innovative process 
development applications for oleochemical industry by providing an interface with 
commercial process simulator. This includes among other development of surrogate models 
for supporting mixed integer nonlinear programming based process design, sensitivity analysis 
using polynomial chaos expansion (PCE) based sobol index to study process bottlenecks 
understanding among others are presented and discussed.  
 
Overall the capabilities of Monte Carlo engineering in complementing simulation based 
engineering for process innovation and design is clearly evident and emphasized as enabling 
technology in the era of digitalization for processing industries. 
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Session 4: Sensitivity analysis and environmental issues 

Why so many published sensitivity analyses are false: a systematic 

review of sensitivity analysis practices 
 
The importance of sensitivity analysis is widely acknowledged. Sensitivity analysis is 
prescribed in national and international guidelines in the context of impact assessment . When 
the output of a model feeds into policy prescription and planning, a sensitivity analysis would 
appear as an essential element of due diligence. 
  
Despite the clear importance of sensitivity analysis, there are a number of problems observed 
in practical sensitivity analysis and uncertainty analysis, which can be found in all fields of 
research. These problems range from confusions in terminology to statistically inaccurate 
techniques which can underestimate model uncertainty. Specifically: 
* While most practitioners of SA distinguish it from UA, modellers overall tend to conflate the 
two terms, e.g. performing an uncertainty analysis and calling it a sensitivity analysis. 
* The sensitivity analysis methodology often relies on so-called local techniques which are 
invalid for nonlinear models. 
 
Based on a recently published work [4], and on some additional material developed since it 
was published in early 2019, the talk will back up these assertions with evidence. 
Demonstrating that there is a systematic problem in practical sensitivity analysis might be a 
first step towards improving the situation. Some reviews of sensitivity analysis practice do 
already exist: in [5], an assessment of the state of sensitivity analysis was performed using a 
bibliometric approach. The authors in [6] review the state of sensitivity analysis (or lack 
thereof) in hydrological modelling. However, to the authors’ knowledge, there is no detailed 
cross-disciplinary assessment of the state of sensitivity analysis, as practised by modellers. 
  
Accordingly, the talk will address the following points: 
* To assess the “state” of sensitivity analysis across a range of academic disciplines. We do 
this by a systematic review of a large number of highly cited papers in which sensitivity analysis 
is the focus in some respect. 
* To discuss – based on this review - known problems and misinterpretations of sensitivity 
analysis, why these might occur, and propose some ideas for how these problems might be 
addressed. 
  
To this effect, an extensive literature review was carried out based on highly cited articles that 
have a focus on sensitivity analysis. The literature search was conducted on the Scopus 
database using as search criteria the strings “sensitivity analysis” and “model/modelling”, and 
“uncertainty” in the title, abstract or keywords. The search was restricted to journal articles 
in English in the period 2012-2017, in order to provide a sample of recent research. 
  
This search resulted in around 6000 articles. After binning these articles in 19 subject areas, 
from Agricultural and Biological Sciences all the way to Social Sciences, we selected the top 
twenty most-cited papers from each field. This resulted - after some screening and censoring, 
into a total of 280 papers which were read by the authors in order to answer the following 
questions: 
 
* Was an uncertainty analysis performed? If so, was a global or local approach used? 
* Was a sensitivity analysis performed? If so, was a global or local approach used? 
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* Was the paper primarily focused on the method of sensitivity analysis, or on the model 
(application)? 
* Was the model used linear, nonlinear, or was it unclear? 
  
The review indicated that a significant fraction of papers investigated use sensitivity analysis 
approaches which fail elementary considerations of experimental design and do not properly 
explore the space of the input factors, with the result that uncertainty is generally 
underestimated and sensitivity is wrongly estimated. Up to 65% of the reviewed (highly cited) 
papers are based on inadequate methods (i.e. varying one input factor at a time). Even in the 
most generous interpretation, where all models with unclear linearity are assumed linear, still 
over 20% of papers contain inadequate methodology. Further, a significant number of papers 
confuse sensitivity and uncertainty analysis, which is likely to exacerbate the problem with 
spreading good practice. 
  
In the talk we investigate the reasons for such trends. It is observed that the problem with 
sensitivity analysis is partly attributable to the fact that mathematical modelling is not a 
discipline in its own right, and every branch of science and technology approaches modelling 
following its own culture and practice. Uncertainty and sensitivity analyses are likewise 
orphans of a disciplinary home. The similitudes and differences between mathematical 
modelling – the subject of the present review – and statistical modelling are also discussed in 
relation to the present debate among statistician about misuse or abuse of statistics such as 
the p-test. The talk will conclude with suggest good practices for both teachers and 
practitioners. 
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Sensitivity analysis of an avalanche flow dynamic model using one 
sample methods and aggregated indices  
 
Avalanche flow dynamic models depend on poorly known inputs [Naaim et al., 2013]. The 
outputs of these models are commonly both functional (e.g., the velocity and snow depth of 
an avalanche in different points of a discretized path) and scalar (e.g., runout distance). These 
models are employed for land-use planning as far as for the design of defense structures. Thus, 
it is required to assess the impact of the uncertainty of the input parameters on the outputs, 
and this is the aim of the sensitivity analysis. Nevertheless, very few sensitivity analysis have 
been developed so far in the avalanche field.  
  
Classically, if the output of a numerical model is scalar, its total variance can be split into partial 
variances by using the Hoeffding decomposition. Each of the partial variances is associated to 
an input or to an interaction between inputs. Then, the Sobol’ indices are calculated as the 
ratio of each partial variance and the total variance. These indices are statistical tools that 
quantify the influence of each input on the output.  
  
If the model output is functional, it is possible to apply this sheme to each element of the 
vector but this could lead to redundancies in the results. Also, they could be difficult to 
interpret if the dimension of the output is high. Therefore, it can be more informative to apply 
the sensitivity analysis to the whole set of outputs by calculating the aggregated Sobol’ indices 
proposed by [Lamboni et al., 2009, Gamboa et al., 2013]. In addition to the complex output 
structure of avalanche models, their functional outputs (e.g., velocity and snow depth profile) 
have a high number of zeros corresponding to the beginning of the starting zone and the end 
of the runout zone. Thus, in our application, only the non-null values are used in the 
computation of sensitivity indices, in other words, we are interested in computing the indices 
of conditional random variables. The samples are constructed from acceptance-rejection 
sampling. Due to our particular conditional output, we cannot use traditional Sobol’ indices 
estimation methods (e.g., the Fast Amplitude Sensitivity Test (FAST), Random Balanche Design, 
polynomial chaos expansion) because they require a classical sampling scheme. That’s why 
this application represents a novelty in sensitivity analysis. We tackle our problem using 
methods that do not require any specific sampling design, as for example, the one-sample or 
given data methods [Plischke et al., 2013, Strong and Oakley, 2013] and the effective 
algorithm for computing global sensitivity indice (EASI) method developed by [Plischke, 2010].  
  
Application is made in a 2-D avalanche model based on the Saint-Venant equations. 
Bootstrapping intervals are calculated to analyze the accuracy of the methods. In previous 
studies of the sensitivity analysis of avalanches models, little attention has been given to the 
application of a formal statistical method to quantify the uncertainty of the inputs. Also, the 
complete set of outputs has not been used to quantify the uncertainty. Therefore, these are 
the two objectives of this work.  
  
In conclusion, both estimation methods lead to similar results. These results show that the 
static friction coefficient is the most influential but the other inputs are non negligible since 
they significantly contribute to the total variability, with variations along the avalanche path 
as function of topography and flow dynamics. 
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A New Approach for Global Sensitivity Analysis on any Given Data: Data-
driven Variogram Analysis of Response Surfaces 
 
Global Sensitivity Analysis can be a powerful tool for understanding how various processes in 
complex systems interact and how the system behavior varies by perturbing these processes. 
Most of the existing GSA techniques are sampling-based, requiring a “model” to determine 
the influence of input variables on the response variables. However, in a burgeoning era of 
big data with the exponential growth in data availability and accessibility, there is an 
increasingly pressing need to develop efficient GSA techniques that can extract sensitivity-
related information from any available data on a process or set of processes, independent of 
having input–output functional relationships (i.e., a model). 
  
To overcome this challenge, we extend the theory of Variogram Analysis of Response Surfaces 
(VARS), a recently developed approach to GSA, to enable its application to any collected 
dataset. This extended version, called Data-driven VARS (D-VARS) works on any given data to 
approximate the anisotropic variance and covariance structure in the underlying (but 
unknown) response surface, across the full range of “perturbation scales”, and uses that 
information to estimate the variogram-based, variance-based, and derivative-based indices of 
global sensitivity. D-VARS enables the user to efficiently conduct GSA for cases where the 
properties of input-output distributions and of the underlying response surface are unknown 
and only a (small) sample of the input-output space is available. 
  
D-VARS is first tested on a synthetic case study with data samples of varying sizes. In this case 
study, the underlying response surface and the distributional properties of the inputs and 
outputs are perfectly known and used for the assessment of the efficiency and robustness of 
D-VARS. Second, we apply D-VARS on a multivariate hydro-climatic dataset collected from the 
southern boreal forest at Boreal Ecosystem Research and Monitoring Sites (BERMS), 
Saskatchewan, Canada, to extract information on sensitivities and relationships within the 
different variables. The results of the two case studies confirm that D-VARS is effective and 
robust, and can perform well with data samples of small size. 
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Session 5: Sensitivity analysis and nuclear issues 

Advanced global and target sensitivity analyses using dependence 

measures and statistical tests - Application to a nuclear safety test-case 

 
Uncertainty quantification [1] is gaining more and more attention in the field of nuclear 
engineering, not only to assess the reliability and safety of nuclear power plants , but also to 
provide robust methodological tools which can complete the deterministic (and sometimes 
over-conservative) analyses already performed, in order to better identify the safety margins. 
As an example, safety analyses involving thermal-hydraulic issues such as an intermediate-
break loss-of-coolant accident (IBLOCA) can be treated using probabilistic and statistical 
approaches known as the “best-estimate plus uncertainty” (BEPU) methodology in the 
nuclear engineering community [2]. Such an IBLOCA case may involve around a hundred input 
variables which have to be handled within the uncertainty modeling and propagation phases. 
Moreover, the thermal-hydraulic computer model used to simulate the IBLOCA (here, the 
CATHARE code as in [3]) is complex, strongly nonlinear and costly-to-evaluate. All these 
constraints make the estimation of the model output, and furthermore, of any quantity of 
interest (QoI) based on this output, quite difficult. For instance, in the IBLOCA test-case, a 
typical QoI can be a high-order quantile over the second peak of cladding temperature (PCT). 
  
From this perspective, it is widely recognized that global sensitivity analysis (GSA) plays a key 
role in the BEPU methodology [4], in particular for “screening” and “ranking” purposes [5]. 
Screening aims at identifying the significantly influential inputs on the model output. These 
inputs, called here “primary influential inputs” (PII), constitute the effective input dimension. 
As for the ranking phase, it aims at providing a quantitative measure of this influence, in order 
to sort the PII by order of influence. Among several GSA methods available in literature, a 
recent emphasis has been put over the use of generalized dependence measures to build 
sensitivity indices. This interest is explained by the relevant theoretical and numerical 
properties of these indices regarding the two purposes mentioned previously [6]. Among 
several dependence measures, the use of the Hilbert-Schmidt Independence Criterion (HSIC) 
led to define a sensitivity index which measures the statistical dependence between the 
model output and each input under consideration [7]. Formally, the HSIC index relies on the 
covariance between two functions chosen among a reproducing kernel Hilbert space (RKHS) 
equipped with a well-chosen kernel. Moreover, HSIC-based statistical tests for independence 
can be built for screening purposes, such as proposed in [8, 9].  
 
These statistical procedures can be used to test the hypothesis of dependence between the 
output and each input so as to discriminate between the significant input variables and the 
non-significant ones. Depending on the size of the available sample (i.e., the couples gathering 
the input realizations and their corresponding output values), one can apply either asymptotic 
tests (if the size is sufficiently large) or permutation-based tests [8]. 
  
From the general reliability and risk management perspectives, one can show that GSA applied 
on the model output may be insufficient to catch the underlying influence on the input 
uncertainty on a specific reliability-oriented QoI (e.g., a high-order quantile). In the context of 
dependence measures, dedicated indices known as “target sensitivity indices” have been 
recently proposed in [10]. This target sensitivity analysis (TSA) is used to efficiently identify 
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the inputs that could potentially be strongly influential on the reliability-oriented QoI but 
which could have been ignored by the GSA. 
 
In the present work, a three-step approach is proposed to perform GSA and TSA from a unique 
Monte Carlo sample of input-output realizations. This approach is developed in the specific 
context of complex computer code simulation and a high-dimensional input vector. In the first 
step, GSA using HSIC indices and statistical tests is performed so as to identify the PII. In the 
second step, TSA using the targeted HSIC (proposed by [10]) together with statistical tests is 
performed to identify the possible input variables that might be influential from the reliability-
oriented point of view (i.e., the variables that most contribute to the crossing of a threshold 
quantile value for the output). The third step results in an aggregation strategy so as to rank 
the inputs regarding these two different analyses. This step combines both the values of the 
indices and the p-values given by the statistical tests.  
 
Finally, this three-step approach is applied to a complex IBLOCA test-case to demonstrate its 
efficiency and find the set of PII. As a perspective, these results could be used to efficiently 
build a surrogate model by considering only the PII as the explanatory inputs (e.g., as in [9]). 
The obtained surrogate model could then be used to go deep inside the analysis of the physical 
relations between the model output and the PII. 
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Estimation of higher-order sensitivity indices of final repository models 
by means of the RS-HDMR and BSPCE metamodeling approaches 

 
Final repository models can behave in a highly nonlinear, non-monotonic or even 
discontinuous manner which may cause parameter interactions and many uncertainties. Thus, 
by better understanding parameter interactions, uncertainties of these models may also be 
better quantified. Probabilistic methods of higher order sensitivity analysis provide a 
possibility for identifying parameter interactions. Moreover, in contrast to methods of 
probabilistic sensitivity analysis that use linearization of the model output, it is said that higher 
order sensitivity analysis may be better appropriate for detecting non-linear or, especially, 
non-monotonic influences. From the decomposition of the total unconditional variance of the 
model output, sensitivity measures are computed in terms of sensitivity indices in this type of 
analysis. The first-order index (SI1) and the total-order index (SIT) are the two key indices 
which are used in practice. Whereas SI1 refers to the individual impact (or main effect) of one 
parameter on the model, SIT represents the total effect of one parameter on the output in 
interactions of any order with all other parameters. The second-order sensitivity indices (SI2), 
describe the interactions between two model parameters. 
  
Sensitivity indices can efficiently be estimated by the Random-Sampling High Dimensional 
Model Representation (RS-HDMR) metamodeling approach. This approach is based on 
truncating the ANOVA-HDMR expansions up to the second order, while the truncated terms 
are then approximated by orthonormal polynomials (Zuniga et al [1]). By design SIT in this 
method is a sum of SI1 plus all corresponding SI2’s for a considered parameter. To potentially 
reduce numerical noise upon the higher order indices with low significance, a good selection 
of maximal polynomial orders of orthonormal polynomial decomposition is required [2]. RS-
HDMR belongs to a wider class of methods known as polynomial chaos expansion (PCE). PCE 
is a widely used approach in metamodeling [3]. Usually only a few terms are relevant in the 
PCE structure. The Bayesian Sparse PCE method (BSPCE) makes use of sparse PCE. Selection 
of the proposed PCE structure is based on a Bayesian approach using the Kashyap information 
criterion for model selection [4]. Using BSPCE, SI1 and SIT can be estimated. In this work we 
used the SobolGSA software [5] which contains both the RS-HDMR and BSPCE methods. 
  
In this paper, we have compared the RS-HDMR and BSPCE methods using a model for a generic 
LILW repository in a salt mine. The model includes a barrier in the near field which is 
chemically dissolved (corroded) over time by magnesium-containing brine, resulting in a 
sudden significant change of the model behaviour and usually a rise of the radiation exposure. 
We considered two different sets of parameters: one with 6 parameters and one with 20 
parameters (LILW6 and LILW20 models, respectively). The LILW20 model also considers the 6 
parameters of the LILW6 model. For the time-dependent analysis, 31 time points were used. 
  
We compared the results for SI1 obtained with the EASI method [6] with those obtained using 
both metamodeling approaches. EASI is a Fourier-based technique for the computation of the 
SI1 indices. It belongs into the same class of algorithms as FAST and Random balance designs 
(RBD). EASI is a computationally cheap method for which existing data can be used. Unlike the 
FAST and RBD methods, which use a specifically generated sample set that contains suitable 
frequency data for the input factors, in EASI these frequencies are introduced by sorting and 
shuffling the available input samples. 
 
The SI1 time curves of both models and approaches agree with those obtained with the EASI 
method. Different sets of maximal polynomial orders and different numbers of simulations 
were examined to find optimal coefficients for the two LILW models using the RS-HDMR 
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approach. While SI1 indices for both approaches agree well for most of simulations, for some 
choices of numbers of model runs, there are quite some differences in the SIT indices. For the 
BSPCE approach the highest accuracy is obtained for both models with the largest number of 
model runs which is twice of the number of model runs used with the most optimal RS-HDMR 
metamodel. This indicates that there might be interaction effects higher than second order in 
the systems or there is numerical noise when the number of model runs used to build the 
BSPCE metamodel is too high. 
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A new intrusive Monte-Carlo solver for the resolution of the uncertain 
(non)linear Boltzmann equation: application to sensitivity analysis to 
deal with nuclear waste  
 
Many physical or economical applications rely on Monte-Carlo codes to solve deterministic 
partial differential equations (PDEs). This is the case for example for (non-exhaustive list) 
neutronics [1,8], photonics [2], plasma physics [3], social economics [4] etc. In 
neutronics/photonics for example, the Monte-Carlo resolution implies the sampling of the 
physical variables: for the position, for the velocity and for the time. The simulations are 
generally costly but the MC resolution is competitive with respect to other methods due to 
the high dimensional (x(3)+v(3)+t(1)=7) deterministic problem. The numerical parameter to 
control the accuracy of the code is Nmc the number of MC particles. The more is important, 
the more accurate the result is. The convergence rate obeys the central limit theorem: the 
error is O(1/sqrt(Nmc)). 
  
Obviously, performing a sensitivity analysis with respect to different parameters X in R^d is 
also of great interest and importance in every of the aforementioned applications 
(initial/boundary conditions, but above all matter parameters such as cross-sections, reaction 
rates etc.). In fact, in our physical applications (neutronics, photonics mainly), we even would 
like to be able to perform systematic sensitivity studies to make sure we focus our future 
efforts on the reduction of the variability of the relevant input(s) among the components of . 
As a consequence, we very often face a 7+d dimensional problem. 
  
Non-intrusive methods are usually applied (use of a black box code solving the physics), in 
particular to estimate Sobol indices with the efficient integration scheme described in [5]. But 
it demands a high number of code evaluations. In our MC resolution context, each one of 
them is already costly. One accurate run can take several hours on several hundreds of 
processors. 
  
When applying the non-intrusive method of [5] to compute the Sobol indices of an output of 
an MC simulation code, basically, the physical space (x,t,v) and the uncertain space (X) are 
both explored thanks to two different MC experimental designs. The first one has Nmc 
particles to explore the space relative to the physical variables (x,t,v) , the second one has 
N runs for the space relative to the uncertain variable X. The number of MC particle is generally 
of about Nmc=10^6-10^9 for a tractable accuracy, see [1]. The number of runs is generally 
N=(d+2)n where n=10^3-10^6, see [5,6]. In this non-intrusive context, the two MC samplings 
are tensorised in the sense we finally treat and process Nmc N = 10^9-10^{15} particles. A 
sensitivity study is consequently costly and sometimes not even accurate enough. 
  
The main idea of the present work comes from the fact that MC experimental designs should 
allow avoiding the tensorisation of the Nmc particles and N runs. For this, we need to be able 
to sample the whole space relative to (x,t,v,X) with the same MC design. This implies sampling 
the uncertain parameters X within the code, hence the intrusiveness of the approach. But we 
also need to make sure the operation we introduce within this code are still consistent with 
the uncertain PDE we aim at solving. In [7], we show a consistent and convergent modification 
of the code is possible. The paper presents a new generalised Polynomial Chaos (gPC) based 
intrusive MC solver to tackle sensitivity analysis problems for the linear Boltzmann equation. 
The new scheme implies only one run to compute the Sobol indices. The cost of this run is 
only slightly more costly than a classical one. The new solver shows important gains (factor 
from 4 to more than 60 in term of restitution times for equivalent accuracies on the Sobol 
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indices). It even allows performing studies in high dimensions (7+d=7+6=13) which were not 
achievable non-intrusively. 
  
The aim of the paper/talk is two-fold: 
We first present the method described in [7], used to solve a sensitivity analysis problem for 
the uncertain linear Boltzmann equation. The intrusive method only needs simple and 
localized modifications of an already existing MC simulation code. It furthermore allows 
important gains (by avoiding the tensorisation) but remains slightly sensitive to the dimension 
(as it is still gPC based). The solver now allows performing several sensitivity analysis and 
tackle robust optimisation problems on the uncertain linear Boltzman equation (see [7]). 
 
Second, we present our first results for the sensitivity analysis of the uncertain Boltzmann 
equation coupled to the Bateman system. This nonlinear coupling (described in [1]) is 
intensively used to quantify the amount of nuclear waste (isotopic depletion, see [8] for 
example). This part put together two recent ingredients described in [1] and [7]. It also ensures 
a proof of concept the methodology presented in [7] can be applied easily to any MC 
simulation code (for linear or nonlinear problems). 
  
The conditions for the efficient coupling and development of the solver in an MC code will 
also be investigated, interpreted and presented. 
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Poster Session 2: Application of sensitivity analysis to 
environmental and nuclear issues or with temporal and/or 
spatial inputs/outputs  

 

The Application of Uncertainty and Sensitivity Analysis in Bottom-Up 
Building Stock Energy Models  
 
As cities world-wide seek to reduce emissions of greenhouse gases to meet international 
obligations and to mitigate the effects of changing climates to address local concerns about 
health and well-being, tools are needed to compare the effects of different interventions and 
assess the impacts of different development scenarios. Building-stock energy models 
incorporate representations of large numbers of individual buildings in order to create a 
model of a neighbourhood, entire city or region . In contrast to data-driven approaches which 
use statistical and machine learning techniques to relate overall energy consumption to 
characteristics of the building stock, this study focusses on building-stock energy models 
which are based on the aggregation of simulated energy flows for individual buildings and can 
be described as bottom-up, building physics based models. Existing discussions of uncertainty 
and sensitivity analysis in building-stock energy models 
  
Uncertainty (UA) and sensitivity analysis (SA) of models for individual buildings is a well 
explored topic. In particular, Tian (2013)presents a detailed review of the subject, together 
with recommendations for appropriate methods for different problem settings. Naber et 
al. (2017)extend the review to encompass models at an urban or national scale, and note a 
limited uptake of UA/SA methods. However, Naber et al. do not perform a systematic review 
nor offer any detailed analysis of the methods used and their appropriateness. Therefore, 
there is a need for a review of the application of UA/SA to building-stock energy models, 
together with a need to determine how the form of the model in question – quasi steady state, 
dynamic, etc. – might affect the application of UA/SA techniques.  
 
Aim of this paper 
The aim of our present paper then, is to review the existing literature on the application of 
UA/SA to building-stock energy models, consider the forms of model encountered and the 
UA/SA methods used. Based on this, a research programme is then set out to support the 
application of UA/SA to building-stock energy models.  
 
Method 
A review was undertaken of journal and conference publications together with book chapters 
to explore UA/SA approaches employed to date, using the database Scopus. Given the 
relatively recent emergence of these models, the period of review was limited to publications 
from 2010 onwards. A total of 570 publications were identified, since this exceeded the 
resources available for review, the top 100 publications by citation count were selected for 
review. After abstract screening 39 publications were retained. A screening of the full texts 
resulted in the exclusion of a further 15 publications, either because the model described was 
not a bottom-up, physics-based model, or because, although the abstract discussed 
application at scale, the case detailed in the publication referred only to a single building.  
 
Results 
Of the 24 publications that remained after the screening process, only 7 undertook some form 
of uncertainty analysis. This means that over two-thirds of do not include an assessment of 
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the bounds of inference of the model presented. Our findings are therefore in agreement with 
the more general results of the systematic review undertaken by Saltelli et al.(2019)which 
found three quarters of publications selected through a search focussed on sensitivity analysis 
did not contain an uncertainty analysis. 
  
Our corresponding findings for sensitivity analysis are similar to those by Shin et al. (2013)in 
their review of the application of sensitivity analysis in hydrological modelling who found 36% 
of the total papers mentioned some form of SA (46% in this review) but only 19% of those 
discussing SA actually undertook some form of analysis and only half used robust methods. In 
this study 33% of the papers which met the modelling criteria applied some form of SA of 
which only a quarter were robust techniques.  
 
Conclusions  
We conclude that Uncertainty Analysis (UA) and Sensitivity Analysis (SA) are not common 
practice in building-stock energy modelling and that if UA and SA are performed, only a few 
parameters are assessed and that the use of standardized methodologies is 
underrepresented. To foster UA and SA we outline a dedicated research programme being 
undertaken under the auspices of the IEA EBC Annex 70. This research programme aims to: (i) 
highlight the benefits and the costs of different UA and SA approaches, (ii) generate 
indications which types and sets of variables, input data and modelling approaches are 
relevant for different types of model output (e.g. energy use and consumption, emissions, 
costs and benefits), differentiating by use case of the model and spatial and temporal 
resolution, and (iii) provide guidelines about good and best practice on how to perform UA 
and SA in different cases. This should raise awareness about the relevance of uncertainties, 
give modellers and their clients a guideline on how to prioritize UA and SA depending on the 
use case and enable them to state the impact of uncertainties at least in a rough semi-
quantitative manner.  
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Treatment of Uncertainties with Respect to Geomechanical Modelling 
to Provide Evidence of the Integrity of the Geologic Barrier of a 
Radioactive Waste Repository in Rock  
 
Within the framework of the plan approval procedure for the closure of the Morsleben 
Repository , a safety case is currently being prepared. Part of the safety case is the modelling 
of the geologic barrier. In Germany, it has been required by law since 2010 to carry out a 
sensitivity and uncertainty analysis of the models used within the safety case for a repository 
of high-level radioactive waste in deep geologic formations. The same law postulates a shift 
of the focus of the safety case from containment ("methods or physical structures designed 
to prevent or control the release and the dispersion of radioactive substances" (IAEA: Specific 
Safety Guide No. SSG-23, Vienna 2012)) towards the isolation of the radionuclides from the 
biosphere. Isolation is to be guaranteed by a multi-barrier system consisting of the geologic 
and of engineered barriers. This is the reason why the models of the geologic barrier are to 
provide evidence of not only structural stability of the disposal facility but now more 
importantly to provide evidence of the integrity of the geologic barrier. 
  
In the case of rock salt, the integrity of the geologic barrier is affected, if certain geomechanical 
loading states and induced mechanisms apply, which leads to damage and loss of the initial 
tightness of the rock salt. These integrity-relevant processes are: 
* the fluid-pressure-driven opening of grain boundaries, if the pressure exceeds the normal 
stress and adhesive forces at the boundaries, and/or 
* generation and growth of (interconnected) cracks due to deviatoric loading. 
 
To assess the geomechanical loading of the geologic barrier and the barrier's short and long-
term evolution, numerical calculations are carried out. As a result of these calculations, a 
statement on the structural stability and barrier integrity can be given, using the conservative 
fluid-pressure-criterion (minimum stress criterion) aiming at mechanism (1) and the dilatancy 
criterion aiming at shear stress-induced damage processes (2). These results are influenced 
by model assumptions, simplifications as well as by data-, parameter-, and model-
uncertainties and variabilities. 
  
To treat these uncertainties of geomechanical modelling, a stepwise approach was used to 
show the range of possible solutions and to identify relevant issues and parameters. First, a 
catalogue of uncertainties was compiled after systematic screening of the whole modelling 
sequence from input data to output. The uncertainties and possible relevant issues identified 
cover categories, i.e. mine and geological/geomechanical model, backfill-planning, numerical 
code and model used, including its simplifications, boundary- and initial conditions, 
constitutive models and model parameters. These uncertainties were quantified and 
bandwidths were assigned. In a second step, the impacts of individual uncertainties on the 
barrier integrity were analysed by means of bandwidth studies. These studies use several 
generic models, each representative of specific conditions in different mine areas. The 
calculations evaluate the long-term evolution of the geomechanical state within the rock salt 
barrier, e.g., the evolution of the thickness of the intact rock salt barrier. This allows to identify 
relevant uncertainties and to quantify the impact of each uncertainty on the barrier integrity. 
  
For each generic model, a reference parameter set was established first and a reference run 
was performed. Based on the catalogue of uncertainties, a different number of variants from 
the reference run resulted for each generic model. The majority of these variants contain one 
change in the parameter set compared with the reference parameter set. However, there are 
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also some variants that contain multiple changes in the parameter set. Time-dependent 
criteria that represent the geomechanical state are evaluated for each variant and then 
compared with the reference run. 
  
In a next step, the relevance of these issues will be checked on more realistic, comprehensive 
location-specific models by additional safety analyses. If the calculations show a relevant 
impact of uncertainties on the barrier integrity, further iterative steps will become necessary 
to check if these uncertainty bandwidths can be narrowed down or can be accepted. If 
necessary, additional measures to narrow down these uncertainties will have to be taken.  
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A Joint Exercise on Sensitivity Analysis in Repository Performance 
Assessment  
 
Radioactive wastes have to be effectively isolated from the biosphere for a very long time. It 
is international consensus that repositories for such wastes should be established in 
appropriate disposal facilities to minimize the transport of radionuclides to the accessible 
environment. The safety-related long-term performance of radioactive waste repositories 
depends on a number of interacting features, events, and processes, including features of the 
engineered and natural barrier systems; geologic, climatic, and human-intrusion events; and 
coupled thermal, hydrological, mechanical, and chemical processes. Performance assessment 
(PA) simulations are used to determine if radionuclide releases will remain within the relevant 
regulatory limits, which may be defined differently depending on the host country, the 
repository concept, waste characteristics, site characteristics, etc. Numerical models used in 
PA usually calculate the release of radionuclides from the wastes, their transport through the 
system and, sometimes, their radiological effects in the biosphere. Such models are complex, 
coupled, and may be highly nonlinear. They are subject to aleatory, epistemic, and model 
uncertainty. The number of uncertain inputs can be in the hundreds, and outputs of interest 
(often concentration or dose) can span several orders of magnitude. Therefore, uncertainty 
and sensitivity analysis is a substantial part of repository PA. 
  
Motivated by exchanges between the European Union’s Implementing Geological Disposal of 
radioactive waste Technology Platform (IGD-TP) and NEA’s Integration Group for the Safety 
Case (IGSC), since 2015 a collaboration of several waste management, consultant and 
research organisations has evolved, addressing several issues related to the treatment of 
uncertainties. In 2017, a sensitivity analysis (SA) exercise was initiated, aimed at identifying 
advantages and drawbacks of various SA methods vis-à-vis the characteristics of the model(s) 
under scrutiny and at exploring the possibilities for joint or shared approaches to SA 
dependent on the models’ specifics. The cooperation started with participants from USA and 
Germany, and was later joined by groups from Belgium, Finland, Russia, and Switzerland. 
  
Global sensitivity analysis has been a widely applied tool in repository performance 
assessment for several decades. Methods commonly applied are based on linear and rank 
regression and (partial) correlation [1]. Recent advances in computer hardware and SA 
methodology have made feasible more computationally expensive methods (e.g., Sobol 
variance decomposition) that do not presuppose linearity or monotonicity, and some 
application to repository PA has been made (e.g., [2, 3]). A primary challenge is choosing SA 
methods that capture the behaviour of a complex, coupled repository system without 
requiring a prohibitive number of evaluations of computationally expensive numerical models.  
  
In this exercise, we apply a variety of “common” and “new” SA methods to repository system 
models selected from among the models in use by participants. For this initial phase of the 
comparison, we limit ourselves to analysing the sensitivity of outputs to epistemic uncertain 
inputs, and we consider the models themselves as “black boxes”, mathematically 
representing some mapping from the input variable space to output variable space. 
Application of a variety of SA methods allows us to address questions regarding the 
contribution (or lack thereof) of each input to the output uncertainty, interactions between 
input variables and effects on output uncertainty, and general model behaviour (linearity or 
lack thereof, monotonicity etc.), as well as to assess which SA methods alone or in 
combination return the most information about which models.  
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As a first step, a questionnaire was developed in order to characterise the features of potential 
test cases. Based on the responses, it was then decided to address a series of models with 
increasing complexity with regard to the number of inputs, dependency of inputs and model 
behaviour: 
 
* A generic repository for spent nuclear fuel (SNF) and high level waste in clay (GRS), 
* A generic repository for commercial SNF in shale (SNL), 
* A near-surface repository for low and intermediate level waste at Dessel/ Belgium(SCK CEN), 
* A generic repository for low and intermediate level waste in a salt mine (GRS), 
* A mechanistic fuel matrix degradation model (SNL), 
* A generic repository for commercial SNF in fractured crystalline rock (SNL). 
 
Most of the models generate time-dependent outputs. The sensitivity analysis methods 
applied comprise 
 
* Scatterplots, 
* CUSUNORO curves, 
* Standardized Regression Coefficients (SRC), 
* Standardized Rank Regression Coefficients (SRRC), 
* SRC with bijective transformation, 
* Pearson’s Correlation Coefficients (CC), 
* Spearman’ Rank Correlation Coefficients (RCC), 
* Partial Correlation Coefficients (PCC), 
* Partial Rank Correlation Coefficients (PRCC), 
* 1st order Sensitivity Index (SI1), calculated using PCE, EASI, CSN or RS-HDMR, 
* 2nd order Sensitivity Index (SI2), calculated using Harmonic Regression or RS-HDMR, 
* Total order Sensitivity Index (SIT), calculated using PCE or RS-HDMR. 
 
The on-going exercise is expected to deepen understanding of when and how to use different 
SA methods most effectively and to yield a step towards a common approach to sensitivity 
analysis in repository PA. Although it is too early to evaluate the exercise as a whole, we 
present a few general and specific findings.  
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Using Bayesian networks to represent distributions of successful model 
parameter combinations: Simulation of diatom growth in the Elbe River  
 
Normal 0 
21 
false false false DE X-NONE X-NONE 
 
Ecosystem models differ in complexity and the number of free parameters that are involved. 
Given a limited number of observations, it is usually impossible to strictly calibrate the full set 
of model parameters. This problem of model over-parametrization is well-known and has 
been identified in many studies. From the mathematical point of view, it might call for a 
reduction of the number of model parameters. Either some details addressed in the model 
could be discarded or model parameters could be combined into a smaller set of more 
abstract parameters. The severe disadvantage of parameter aggregation is that compound 
parameters may lose their process oriented interpretation. Even if the model successfully 
predicts variables of interest, it may be unable to explain why certain events are going to 
happen. A process-based interpretation, however, is important for any informed 
management action. 
  
The method we propose in this study keeps the full set of model parameters, each of which 
has a clear meaning in the context of biological processes. However, instead of providing for 
each of these parameters its most probable value complemented by an error bar, the 
approach adheres to a description of the joint distribution of all parameters. Bayesian network 
(BN) technology is employed to describe inter-relationships between parameter values that 
enable a reasonable reproduction of existing observations. A large ensemble of successful 
simulations underlying the BN was generated based on Markov Chain Monte Carlo (MCMC) 
technique. 
  
The example model we use to illustrate the approach predicts chlorophyll a concentrations at 
station Geesthacht Weir on the Elbe River in Germany. Concentrations at different instants of 
time are simulated independently from each other, extracting each chlorophyll concentration 
value at the endpoint of a Lagrangian trajectory of a water body that travelled down the river. 
Smoothness of data simulated at Weir Geesthacht results exclusively from the fact that the 
environmental conditions governing algae growth tend to persist for some time. According to 
the model, the key effects influencing algae (diatom) growth are those of changing light 
conditions, changing temperature and, during some periods, also lack of silica. 
Although the model equations are simple - many processes like grazing by zooplankton, for 
instance, are not explicitly described - simulations agree surprisingly well with observations. 
Its success and its clear structure make the model a good candidate for demonstrating the 
approach we propose. Model simulations can be compared with data from five different years 
(1997-2001). An important question is to which extent model parameters might be controlled 
differently by observations in different years, leading to different interpretations of observed 
variability. 
  
Seven parameters representing different aspects of algae growth were selected for the study. 
The model is fast enough to enable generation of 106 effective parameter combinations using 
the MCMC approach. This data set was then used to train the BN. We argue that the BN 
summarizes the outcome of model calibration in a most comprehensive way. 
Interrelationships between parameters implicitly represent effects of over-parametrisation. 
The interactive BN allows users to see how choosing a certain value for one specific parameter 
narrows or shifts the ranges of acceptable values for all other parameters. Our study provides 
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also an example of bimodal marginal distributions. Due to parameter interrelationships 
documented in the BN, this indicates existence of different concepts (e.g. dominant processes) 
that are able to explain available observations. The BN also documents which kind of 
additional knowledge would resolve an existing ambiguity.  
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Posterior Parameter Inference for Personalising Models of Individual 
Cardiac Myocytes 
 
Cardiac function is determined by the integrated response of millions of myocytes working 
together. Myocyte contraction is triggered by an electrically-evoked calcium-transient. Since 
calcium ions are not normally transmitted between myocytes, each cell is individually 
responsible for its calcium handling. The ability to describe calcium dynamics at a single cell 
level is thus increasingly recognised as important for understanding cardiac physiology, 
pathology and response to treatment [1].     

 
Myocyte calcium dynamics can be characterized in terms of the activity of five proteins that 
describe the movement of calcium into and out of the cell and within intracellular 
compartments. Variation and covariation of these key proteins account for the biological 
variability inherently present among myocytes and likely represent physiologically important 
common regulatory networks and substrates, respectively. Increases in variation in cardiac 
myocyte proteins, as occurs with age, can increase the risk of arrhythmia. Decreased 
covariation may result from a degradation in key regulatory networks. Variation and 
covariation represent novel, and potentially important, measures of cardiac function. Yet no 
method has been developed to systematically record them.     
 
Mathematical models have been used to encode the biophysics of the proteins that regulate 
calcium dynamics and how these proteins interact to form the myocyte calcium handling 
system. These models depend on a number of parameters. If there is no uncertainty in the 
parameter values, then once the initial conditions are set, the model output is deterministic 
parameter uncertainty quantification directly relates to the experimental error and the 
variation and covariation in the activities of the proteins.  However,  conventional methods 
for interrogating cardiac physiology have focused on describing the mean behaviour of a 
'representative cell'.  This is obtained by fitting model parameters to mean experimental 
values, using different sets of cells for studying each protein.  The canonical approach is 
justified by the experimental challenge associated with making multiple measurements in 
single myocytes, but it is crucially unable to measure the covariance between parameters.       

 
The contribution of this work is the development of a statistical methodology that fully 
quantifies uncertainty in the parameters of the Hinch biophysical model [2] of calcium 
dynamics in single cardiac myocytes. The model consists of a set of coupled ordinary 
differential equations , with high-dimensional parameter vector (order of 40 parameters).   
 
We work under the Bayesian inference paradigm, that treats the parameters as random 
variables, and aims at obtaining samples from their joint posterior distribution, given the data 
and prior information.  The benefits deriving from performing Bayesian inference are two-
fold. First, not only the parameter posterior variance but also their posterior covariance is 
obtained, overcoming the limitation of the existing methods; moreover, non-identifiability of 
some of the parameters from the data naturally results in high posterior variance, thus 
automatically conveying which part of the parameter vector is informed by the data.      
 
There is not conjugacy between likelihood and prior, despite choosing a Gaussian distribution 
for both, because the ODEs solution is non-linear in the parameters; as a consequence, the 
posterior cannot be sampled from using direct techniques. Conventional Bayesian sampling 
algorithms, such as Markov chain Monte Carlo (MCMC), are inefficient because  the 
likelihood appears to be very informative about low-dimensional aspects of the high-
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dimensional parameter vector. This results in slow mixing of the Markov Chains, and 
impractically large values of the autocorrelation function.   
 
When the likelihood is Gaussian, the gradients of the posterior are analytically expressed in 
terms of the sensitivities of the ODE solution to the parameter, which are, in turn, numerically 
obtained as solutions to an adjoint set of ODEs. Some improvement in the posterior sampling 
schemes is thus obtained by incorporating geometric information about the posterior, using 
gradient-based algorithms such as the Metropolis-Hastings Adjusted Langevin Algorithm 
(MALA) [3]. However, the outcome of the posterior samplers still appears to be dominated by 
the likelihood.     
 
In order to increase the effectiveness of the sampling schemes, we thus perform 
dimensionality reduction of the parameter space, in a way that is informed by the likelihood, 
since this is the cause of poor mixing.   
 
We follow the work of [4], that identifies a projection of the parameters on a low dimensional 
space, based on the (average) Fisher information matrix (FIM); this is also analytically 
expressed in terms of the model sensitivities when the likelihood is Gaussian. In particular, 
given the projection matrix, the posterior samplers now target a subset of the coefficients of 
the linear transformation of the parameter vector that have smaller variability.   
 
The 'effective dimensionality' of the problem based on this method appears to be of the order 
of 10-15 parameters. This procedure does introduce some bias, because the new target is a 
reduced posterior distribution; however, MCMC and MALA samplers have better mixing 
properties, and the bias is compensated by lower variance when re-projecting on the full 
parameter space.       
 
The outcomes of our research are (i) a robust and effective method for approximate sampling 
from the posterior in the challenging high-dimensional Hinch model and (ii) the scientific 
conclusions that this enables us to make about calcium-dynamics at a single cell level. This talk 
focuses on the first aspect, and, more broadly, on how our investigation sheds light on the 
important question of how to exploit dimension reduction methods in Bayesian computation.         
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Sensitivity and Uncertainty Analysis for Geochemical Models for 
Repository Safety assessment  
 
A key component of safety assessment for radioactive waste repositories in deep geological 
formations is the simulation of potential radionuclide release scenarios and the transport of 
radionuclides through the repository system. The realistic modelling of geochemical processes 
is of high relevance for assessing the migration of radionuclides in groundwater systems. One 
important retardation process for radionuclides to be considered is sorption onto mineral 
surfaces of the host rock/sediments. Due to the heterogeneities of the natural system and the 
high complexity of the geochemical models with uncertain and varying input parameters, it is 
important to understand which of the input parameter uncertainties have considerable 
influences on the model output uncertainty. This in turn allows model reduction required to 
upscale from the molecular to the plug scale. Consequently, we performed sensitivity and 
uncertainty analysis (SA/UA) to investigate and understand our geochemical model. 
  
For the quantification of the contaminant retention in groundwater, the solid/liquid 
distribution coefficients (Kd-values) calculated for a given groundwater/rock system are 
traditionally used. Most often conventional concepts with constant Kd-values are applied in 
reactive transport simulations. Such an approach has the advantage to be simple and 
computationally fast but cannot reflect changes in geochemical conditions that will occur 
during the evolution of the repository system, e.g. due to climatic changes. Due to the German 
safety criteria with an assessment period of about 1 million years it is necessary to consider 
the impact of such geochemical changes on the radionuclide transport and retardation. 
  
For this, we developed a new approach, where the smart Kd-concept (www.smartkd-
concept.de) [1] is modified in complex geochemical models including mechanistic sorption 
models, and implemented it in reactive transport calculations [2, 3]. Possible migration 
scenarios for repository-relevant radionuclides (isotopes of Am, Cm, Cs, Ni, Np, Pu, Ra, Se, Th 
and U) through a typical sedimentary rock system covering potential repository host rocks, 
namely salt and clay formations in Northern Germany as natural geological barrier, were 
developed in the first stage. 
  
Smart Kd-values and their associated sensitivities and uncertainties were computed for a wide 
range of important geochemical input parameters/boundary conditions such as pH value, 
ionic strength, concentration of competing cations and complexing ligands, e.g. calcium and 
dissolved inorganic carbon. Our toolbox coupled the geochemical speciation code PHREEQC 
[4] with the numeric tool UCODE [5] and SimLab2.2/4 [6]. SimLab has the advantage to permit 
a simultaneous variation of all input parameters according to their probability density 
functions (pdfs) and mutual correlations. It provides (in contrast to UCODE, which also 
incorporates some simple SA/UA algorithms) methods for Global SA. Comparable SA/UA have 
been done with a new software package RepoSUN, which is based on SimLab [7]. For the 
varying parameters uncertainty intervals were defined from field investigations and log-
uniform distributions were assumed for all parameters, except for the pH value, which was 
assumed to be uniformly distributed. The results, i. e. the smart Kd-values, were analyzed in 
the following way: 
 
* As the output distribution covers several orders of magnitude, a log-transformation was 
performed on the output data. Then the computed a-priory multidimensional smart Kd-
matrices are accessible for interpolations during subsequent transport simulations.  
* A histogram of the model output visualizes the distribution. 
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* Some statistical measures were calculated to characterize the distribution (minimum, 
maximum, mean, standard deviation). 
* Sensitivity measures were calculated for each of the input parameters: the standardized 
regression coefficient (SRC), the standardized rank regression coefficient (SRRC) and the 
variance-based first-order sensitivity index (SI1). 
 
On the basis of the results it could be shown that the smart Kd-approach goes considerably 
beyond the conventional concepts. We can demonstrate that constant Kd-values used in 
previous transport simulations [8] are a crude assumption, as in reality they rather range over 
several orders of magnitude. Moreover, with the results from the SA, the most important 
input parameters influencing the radionuclide retardation can be identified (key parameters 
of the model). The calculated sensitivity indices allowed us to assess the most and less 
sensitive parameters. SA is a useful means for reducing the complexity of a geochemical model 
by focusing on the most important input parameters. 
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The principle and potential of ensemble weather forecasting through 
different decision support tools used in agronomy. Sensitivity analysis 
results of a crop and grape worm simulation model to its internal and 
external parameters  
 
Numerical modelling is very useful in agricultural decision-making. However model 
approximations and uncertainties in model parameters and external forcings can have a 
significant impact on the output, which is usually a processing date. Reliable information on 
the treatment date is important for the agricultural sector in order to maintain good pesticide 
consumption practice. Avoiding early treatment is necessary to reduce crop protection 
products while late treatments will cause damage and loss in field crops. For crop diseases 
and pests, many decision support systems are proposed. They aim to take into account the 
meteorological conditions in the modeling of epidemic dynamics to assist farmers in their 
decision-making. For example, in France, the Septo-LIS® tool is proposed for positioning the 
first treatment on wheat septoria and the EVA model (adapted from Chavent, 1983) can be 
used to fix the date of treatment on the grape worm. 
 
Crop management is highly dependent on weather conditions. In addition to past and actual 
data, these models use more and more weather forecasts. Nevertheless, the atmospheric flow 
is chaotic and weather forecasts remain imperfect and uncertain. In recent years, operational 
weather prediction centers, including French meteorological service (Météo-France), have 
implemented probabilistic prediction systems that provide an estimate of the uncertainty of 
the weather forecasts. Probabilistic prediction consists in a set of perturbed forecasts, called 
ensemble forecasts, that account for the different sources of uncertainty. For example, three 
ensemble prediction systems (EPS) that cover different time and length scales are 
operationally used by Météo-France, providing forecasts from hours to several weeks. To our 
knowledge, ensemble weather forecasts are not yet used in agricultural applications. 
  
The uncertainty of weather forecasts is a major source of variation in the agronomy model 
outputs. Sensitivity analysis is then used to identify the most influential external 
meteorological parameters as well as internal influential parameters that can influence the 
farmer's decision. The purpose of this study is to present the sensitivity analysis results of a 
crop and grape worm simulation model to its internal and external parameters. The aim is to 
quantify the relative impact of the three main sources of uncertainties: agronomic model 
parameters, past weather observations and future forecasts. Since model parameters are 
numerous the most influental one are identified with standard sensitivity analysis methods 
such as the Morris method for global sensitivity analysis. Once the most influential parameters 
are selected, we quantified (within a Sobol’ scheme) the impact of these parameters on the 
processing date by taking into account different past weather scenarios. Then, we do 
sensitivity analysis studies on future weather forecasts and quantify the impact over the 
agronomy model output. 
  
This communication will present the principle of ensemble weather forecasting and the 
potential of using these probabilistic forecasts through different decision support tools used 
in an operational way for issues in wine and wheat. In the second part we will present the 
sensitivity analysis results that quantify the relative impact of the three type of uncertainties. 

 
Ivana Aleksovska 
ivana.aleksovska@acta.asso.fr 
INRA, Météo-France, ACTA 



9th International Conference on Sensitivity Analysis of Model Output 
#SAMO_2019 

 
 
 - 71 - 

 
Laure Raynaud 
laure.raynaud@meteo.fr 
INRA, Météo-France, ACTA 
 
Robert Faivre 
robert.faivre@inra.fr 
INRA, Météo-France, ACTA 
 
François Brun  
Francois.Brun@Acta.Asso.Fr 
INRA, Météo-France, ACTA 

  



9th International Conference on Sensitivity Analysis of Model Output 
#SAMO_2019 

 
 
 - 72 - 

Flow prediction in ungauged catchments using probabilistic random 
forests regionalization and new statistical adequacy tests 

 
Flow predictions in ungauged basins (PUBs) remains an elusive challenge in hydrological 
sciences and engineering, even with the advances achieved during the “PUB decade”. Meeting 
this challenge is made difficult by the uncertainty in the “regionalization” model used to 
transpose hydrological data (e.g., flow indices) from gauged to ungauged basins, and by the 
uncertainty in the hydrological model used to predict streamflow in the ungauged basin. 
  
In this work we attack the PUB problem by exploiting recent advances in flow index selection 
and Bayesian / machine-learning regionalization methods, and by proposing two statistical 
metrics, DistanceTest and InfoTest, to assess the adequacy of a model before estimating its 
parameters. DistanceTest quantifies whether a model (hydrological or regionalization) is likely 
to reproduce the available hydrological information in a catchment. InfoTest is based on Bayes 
Factors and quantifies the information added by a model (hydrological or regionalization) over 
prior knowledge about the available hydrological information in a catchment). Our study 
demonstrates that the proposed model adequacy tests can be treated as a prerequisite for a 
model (hydrological or regionalization) being considered capable of providing meaningful and 
high quality flow time series predictions in ungauged catchments. If a model is found 
inadequate a priori and rejected, the modeler is spared the effort in conditioning the model 
parameters, which can be a substantial saving when the conditioning is implemented using 
computationally expensive Monte Carlo techniques. The ability to diagnose model adequacy 
a priori can help to identify the main sources of predictive error. 
  
First, an extensive set of available flow indices is reduced using principal component (PC) 
analysis to a compact orthogonal set of “flow index PCs”. These flow index PCs are 
regionalized under minimal assumptions using Random Forests regression augmented with a 
residual error model, and used to condition hydrological model parameters using a Bayesian 
scheme. Second, “adequacy” tests are proposed to evaluate a priori the hydrological and 
regionalization model performance in the space of flow index PCs. 
 
We report an empirical case study based on 92 catchments in northern Spain. Results show 
that: (1) a small number of principal components capture approximately 87% of variability in 
the flow indices; (2) adequacy tests with respect to regionalized information are indicative of 
(but do not guarantee) the ability of a hydrological model to predict flow time series in 
ungauged catchments. The adequacy tests identify the regionalization of flow index PCs as 
adequate in 12 of 16 catchments, but the hydrological model as adequate in only 1 of 16 
catchments. 
  
Overall, the case study results suggest that the hydrological model is the main source of 
uncertainty in comparison to the regionalization model, and hence that priority should be 
given to the improvement of the hydrological model structure and input data (the effects of 
which are not disaggregated in this work).  
 
Cristina Prieto Serra 
prietoc@unican.es 
Environmental Hydraulics Institute “IHCantabria” 
Universidad de Cantabria 
Santander, Spain 

 
Nataliya Le Vine 
Nataliya_LeVine@swissre.com 



9th International Conference on Sensitivity Analysis of Model Output 
#SAMO_2019 

 
 
 - 73 - 

Swiss Re, Armonk 
NY, USA 
 
Dmitri Kavetski 
dmitri.kavetski@adelaide.edu.au 
School of Civil, Environmental and Mining Engineering 
University of Adelaide 
Australia 
 
Eduardo García 
edelwar@gmail.com 
Environmental Hydraulics Institute “IHCantabria” 
Universidad de Cantabria 
Santander, Spain 
 
César Alvarez 
alvarezc@unican.es 
Environmental Hydraulics Institute “IHCantabria” 
Universidad de Cantabria 
Santander, Spain 
 
Raúl Medina 
medinar@unican.es 
Environmental Hydraulics Institute “IHCantabria” 
Universidad de Cantabria 
Santander, Spain 
  



9th International Conference on Sensitivity Analysis of Model Output 
#SAMO_2019 

 
 
 - 74 - 

Better understanding the dynamics of a green roof model using GSA  
Context and problem Statement 
 
Within the last ten years, green roofs have become a very important component of 
sustainable urban development. Growing environmental awareness as well as striking 
economical and ecological advantages are the main driving forces for their increasing success. 
Green roof means that building is covered with vegetation and a growing medium, both 
typically planted over a waterproofing membrane. It may also include additional layers such 
as a root barrier and drainage and irrigation systems. Green roofs have many benefits mainly 
to the stormwater runoff reduction but also to the life expectancy and energy balance of a 
building. However, as pointed out in [1], a green roof hydrologic performance is difficult to 
predict and control, due to a lack of methodologies to perform quantitative analyses. Models 
describing the water balance, based on unsaturated flow in porous media, have been 
proposed in the literature [2]. According to them, the water retention capacity of a green roof 
depends on several factors as the physical properties of the growth media, the initial water 
content, the vegetation types, the weather condition as the temperature, the relative 
humidity, the solar radiation, etc. These factors are uncertain due to measurements, expert 
judgements or simply insufficient knowledge. 
  
Some studies have been carried out to evaluate the impact of the different factors on the 
water retention capacity. In general, the studies focus on one particular factor at a time, such 
as the precipitation, the initial water content, the depth of media or the plant species. They 
consist in testing different scenarios for the factor and evaluating the corresponding water 
retention capacity. A review of the results can be found in [2]. However, because of the wide 
ranging results, it is not possible to specify an optimal green roof build-up that will maximise 
green roof hydrologic benefits in any country or climate zone. Research is therefore necessary 
to help select green roof materials in different areas. Sensitivity Analysis (SA) can serve in 
better understanding of the dynamic behavior of green roofs, and in facilitating design 
processes. 
 
Regarding the green roof model, sensitivity analyses have been performed but only for 
thermal performance purposes [3, 4]. The aim of this study is to perform global sensitivity 
analysis of a green roof model, and to assess the most influential factors on water retention 
capacity of a green roof located in a place presenting a meso-climate, semi-oceanic with a 
continental degraded marked influence. The results of this study can help better 
understanding the dynamics of the moisture content (model output), taking into account 
uncertainties of 6 parameters characterizing the growing medium: the residual moisture 
content, the moisture content and the hydraulic conductivity at saturation, the porosity. 
 
Green roof model 
The moisture content is described using the Richard's equation, partial derivative equation 
combined with the Mualem model and Van Genuchten relation [2]. The Richard's equation is 
simulated using Hydrus-1D software, a finite-element modeling environment simulating 
water flows in variably saturated porous media. This work is based on an in situ experimental 
green roof plot settled in Tomblaine, north-east of France, 4840’N 613’E. 
 
Strategy for Sensitivity analysis of the green roof model 
In the cases of computationally expensive models, the metamodelling technique which maps 
inputs and outputs is a very useful and practical way of making computations tractable. 
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To compute the Sobol' sensitivity indices, SobolGSA software, a general purpose 
metamodeling software [5, 6, 7, 8], has been used.The procedure applied to compute the 
sensitivity indices is the following: 
 
* Generate the samples for each parameter using Quasi Monte Carlo sampling implemented 
in SobolGSA software. The 6 uncertain parameters follow a uniform distribution. 
* Simulate the model running Hydrus-1D for the different samples in order to generate the 
corresponding moisture content. 
* Compute the sensitivity indices using SobolGSA software based on Random Sampling-High 
dimensional model representation (RS-HDMR) method. 
* Tests have been made with different sample sizes (128, 512 and 1024 samples) in order to 
analyse the convergence of the sensitivity indices. It appears that 512 samples are sufficient. 
 
To conclude, the moisture content at saturated conditions has been found to have the highest 
sensitivity index, explaining almost 78% of the moisture content variance. It is followed by 
some characteristic parameter of the medium. This is due to an important macro porosity of 
the growing medium, facilitating the water drainage. The sensitivity indices of the other 
parameters are small showing that they are not influential and can be neglected. 
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Global sensitivity analysis based on covariance decomposition: new 
approach and results  
 
Models with dynamic outputs are widely used in practical engineering. Global sensitivity 
analysis of these models can provide useful information for risk assessment and decision 
making. Recently, many studies on dynamic systems use a multivariate GSA method based on 
covariance decomposition .  
 
In this method, a scalarization of the equation of covariance decomposition is made by taking 
the trace of each term to obtain a set of useful sensitivity indices. However, there also exist 
other approaches to make the scalarization and get useful sensitivity indices. In this work, we 
propose to make the scalarization by taking the summation of all the elements in each term 
of the equation of covariance decomposition.  
 
It shows that the corresponding sensitivity indices are equivalent to the traditional variance-
based sensitivity indices on the summation of dynamic outputs. Actually, the summation of 
dynamic outputs can be considered as the zero frequency component (obtained by discrete 
Fourier transform) of the dynamic outputs, and the higher frequency components can be 
obtained easily through a weighted summation of dynamic outputs. Thus, the proposed 
approach can easily provide a global sensitivity analysis on all the frequency components of 
the dynamic outputs.  
 
Therefore, the proposed approach makes a connection between the global sensitivity analysis 
of model output and the global sensitivity analysis of the frequency components of model 
output. In the field of failure detection of systems (such as water distribution system), the 
frequency components of model output can be very useful features. Therefore, the proposed 
method can be helpful for failure detection of systems.  
 
Finally, the proposed approach is applied to a water distribution system to find the uncertain 
parameters having a significant effect on the frequency components of the model output.  
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Parallel Session 6: Sensitivity analysis and algorithms 
Optimization 

A cost-saving strategy for computing the Sobol' indices based on 
replicated Latin Hypercube Designs  
 
A cost-saving strategy for computing Sobol' indices to conduct sensitivity analyses of 
computer models is presented. It relies on a sampling structure of the input variables referred 
to as replicated Latin Hypercube Designs . As recently pointed out, two of those designs are 
enough to compute estimates of the whole set of first order Sobol' indices. However, this is 
only true if a particular class of estimators is used, but by which small indices are poorly 
estimated. In this work, new estimators that take advantage of the permutation structure of 
replicated LHDs are proposed so that the precision of small indices can be improved. These 
estimators are shown to be particularly relevant when being implemented as part of a 
framework consisting of two stages.  
 
The first stage is to compute all the first order Sobol' indices using two rLHDs only. Then, the 
precision of small indices can be reevaluated by the new estimators and, as a bonus, the 
associated total Sobol' indices can be estimated as well. Some academic examples are 
performed to show the superiority of the new estimators for computing small indices.  
 
Lastly, a nuclear application concerning research reactors is carried out to demonstrate the 
interest of such a two-stage strategy to save simulations when the computer model is time 
consuming. 
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Sensitivity Analysis in Systematic and Representative Benchmarking of 
Optimization Algorithm Performance  
  
Introduction 
Besides the conventional and established applications of sensitivity analysis in the field of 
optimization [1], sensitivity analysis-based approaches can also be used in research on 
systematic performance analysis of meta-heuristic optimization algorithms, and the 
construction of synthetic industrially relevant benchmark problems.  
 
The No Free Lunch Theorems for search and optimization [2] imply that there is no universal 
best algorithm for all problem types. The challenges in the field of non-convex optimization 
are thus moving towards the quests to identify and develop efficient algorithms for particular 
problem types. Industrially relevant product and process engineering problems often involve 
computationally expensive, highly non-linear, non-convex simulations responses. The 
industrial problems for which performance matters the most, are also those for which it is the 
most difficult to identify and develop efficient optimization approaches.  
 
Therefore often artificial test functions and benchmark problems are used in the optimization 
community. For most of the commonly used artificial benchmark problems for meta-heuristic 
optimization algorithms, it is, however, difficult to relate relative algorithm performance on 
one artificial problem, to any real-world problems, simulation-based problems or other 
artificial benchmark problems. In order to increase the value of such benchmarks from a set 
of many isolated statistical tests to scientific tests with some generalization value, benchmark 
functions with a more systematic structure are required.  
 
Various forms of variable screening and sensitivity analysis [3] can aid the construction of such 
improved benchmark problems [4]. Besides more systematic comparative assessments of 
optimization algorithms, it is also important to find ways to relate algorithm performance on 
artificial benchmark tests to real-world and industrial optimization problems [5]. Also here 
sensitivity analysis could aid to characterize the response behavior of real-world and 
simulation-based problems in order to match the problem features with particular synthetic 
benchmarks.  
 
By means of academic examples as well as industrial case studies we demonstrate innovative 
approaches which set steps towards systematic and representative benchmarking and 
empirical optimization algorithm performance analysis.   
  
The Characterization of Optimization Problems  
A first step towards obtaining generalizable information from optimization benchmarks is to 
answer questions such as: What will happen to the optimization algorithm performance when 
a characteristic feature of the benchmark problem would be changed?  
 
Problem changes of practical interest could for example involve modifications of the problem 
dimension, the distribution of the first and higher order sensitivity indices of the model output 
w.r.t the model input, the smoothness of the objective function, or its multi-modality.To 
investigate the answers to questions of the previously stated kind, benchmark functions 
parameterized w.r.t several function features were developed. By means of such 
parameterized test problems the performance of meta-heuristic algorithms is systematically 
investigated, showing clear trends and generalizable quantitative performance characteristics 
of optimization algorithms w.r.t. particular problem features. 
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Most multidisciplinary engineering optimization problems are not only composed of an 
objective function but also contain one or more constraints. The objective and all the 
constraint functions can be dependent on the results of several computationally expensive 
simulations with non-linear responses. Not only the structure of the individual simulations 
responses is important for the performance of optimization algorithms, but also the structure 
and dependencies between the simulation responses. Design variables which are important 
for the objective function, are not necessarily also those variables which are important for 
those of the non-linear constraints. In order to develop synthetic benchmark problems which 
are representative for particular real-world or industrial problems, it is necessary to be able 
to construct benchmark problems with similar response structures, and similar relations 
between the objective and constraints. To address this challenge, various forms of sensitivity 
analysis could be used to characterize the structure of the real-world and industrially relevant 
optimization problems. These characteristics could then be used to construct computationally 
affordable benchmark functions, on which the performance of different algorithms and 
algorithm settings can be investigated. Such an approach could be used to select efficient 
algorithms for particular optimization problems, and to tune or optimize the optimization 
algorithm parameters to problems with particular features. An approach along the lines of 
these ideas has been developed and tested on a relatively complex industrial engineering 
problem, namely the optimization of car body structures involving crashworthiness, 
vibrational comfort, and weight requirements. 
 
Discussion and Outlook 
Although the results of the presented ideas and approaches are promising, the area of 
research of using sensitivity analysis methods for systematic insight in optimization algorithm 
performance is still very young, and not widespread. There is much potential for improvement, 
and there are still many open challenges: Which variable screening and or sensitivity analysis 
methods are the most suitable for such applications? How to effectively balance the trade-off 
between function evaluation cost and the nature and quality of the obtained sensitivity 
measures? Also, from the computational simulation perspective, various approaches to 
increase the efficiency of the response characterization need to be investigated [6]. Sensitivity 
analysis-based approaches can contribute towards systematic optimization algorithm 
assessments, with more generalizable results. It can also seems an essential ingredient to 
extricate the problem of matching and developing efficient algorithms for complex 
computationally expensive industrial optimization problems. 
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How sensitivity analysis can help AI optimization algorithms 
 
Metaheuristics are strategies that guide a global optimization process of non-linear objective 
functions. The goal is to efficiently explore the search space in order to find near–optimal 
solutions. Metaheuristics deal with a dichotomy between exploration, discover unexplored 
areas, and exploitation, to dig around a good solution. Population based metaheuristics 
ensure a wide exploration of the search space. 
 
Starting from a set of initial points, the metaheuristic iterations randomly explore the 
neighborhood of each point. A neighbor is generated by offsetting a set of variables of the 
current point. The variables and the offset are randomly chosen. We propose to use the 
information gathered during the iterations for guiding the algorithm toward cleverer choices. 
The idea is to use the points evaluations to characterize the variables behavior (relevance and 
shape) thanks to a sensitivity analysis (SA) method. 
  
Sensitivity analysis method are widely used to eliminate non influential variables before the 
optimization process. In this paper, we present an another way to use the information given 
by a SA method for improving the convergence of the metaheuristic. We assume that 
proceeding in two steps may not be suitable. Removing variables definitively can be damaging 
to the optimization process. Irrelevant variables at the beginning of the algorithm may 
become relevant further in the search process and could discriminate the points (during the 
exploitation process). Moreover, integrate a sensitivity analysis method directly in a 
metaheuristic saves evaluations of the objective function. The goal is not to compute accurate 
sensibility analysis indices, but to obtain enough information on the variable behavior in order 
to guide the optimization process. 
  
According to their search process, metaheuristics can be split into three families: those which 
search along one direction (variable), those which select a subset of variables and those which 
search along all directions. For the two first families, SA would help to focus on the most 
influential variables. In all cases the information about variable behavior (monotony, non-
linearity, ...) would help adapting the offset when generating a new neighbor. 
  
In a previous work, Morris’ one-at-time method, has been integrated in Artificial Bee Colony 
algorithm. ABC algorithm integrates fairly well Morris’ method, because of its one-direction 
neighborhood search process. They both offset a point according to a single variable at time 
and analyze the impact on the objective function output. 
  
Among all search processes implemented in metaheuristics, ABC neighborhood search is a 
particular case. Many metaheuristics algorithms search a neighbor in a hyper-sphere, 
offsetting various variables at a time (Simulated Annealing, Differential Evolution, Particle 
Swarm Optimization). 

 
We generalized this approach. We defined a naive sensitivity analysis method able to: 
* identify non influential variables; 
* rank the variables; 
* determine the behavior of each input variable,in a multidimensional neighborhood context.  
 
The sensibility analysis is defined according to the following constraints: 
* the sensitivity analysis method has to cope with complex functions since it will be used in 
the context of hard optimization; 
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* the sensitivity analysis method must not have experimental design constraint since the 
evaluation points are given by the initialization and the iterations of the algorithm 
* the sensitivity analysis has to deal with a reasonable number of evaluations since 
metaheuristics usually have a limited number of function evaluations 
* the sensitivity indices must be very fast to calculate in order to be integrated into the 
optimization algorithm 
  
None of the most famous sensitivity methods entirely achieve these objectives. The covering 
of the search space with the evaluation points leads to a poor estimation of the Sobol’ indices. 
Moreover, this method does not make difference between monotonic or non-linear 
influential variables. Morris’ method requires less points and the pair (µ*,s²) allows to 
distinguish non-linear behaviors from monotonic behaviors. But Morris method is constrained 
by an experimental design (trajectories by moving one variable at time). With the same 
computational cost than Morris’ method, linear and rank correlation coefficients are not 
constrained by an experimental design. However, this method assumes a linear or monotonic 
model. 
  
The simple idea is to replace the elementary effects in the Morris’ method by the linear (or 
rank) correlation coefficients computed in a local neighborhood of a set of evaluation points. 
As done in Morris’ method, the normalized mean (mj) and standard deviation (sj) of the local 
coefficients are computed, by variable. A large value of mj indicates an influential variable 
with a monotonic effect, and a large value of sj indicates an influential variable with a non-
linear effect. We propose to integrate this knowledge about the variables behavior to adapt 
the offset value for each variable. We focus on two key behaviors of metaheuristic search 
process: 
* the shift of a current point: Non-linearity leads to a small shift and, on the contrary, 
monotony leads to a large shift. 
* the variable selection to be shifted: replace the random selection by a selection of the most 
influential variables. 
  
This highlights how a sensitivity analysis computed during the optimization process, can 
improve the algorithm focusing on the most influential variables and adapting the 
hypervolume search according to the behavior of each variable. 
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Parallel session 7: Sensitivity analysis and environmental  
issues II  

Global sensitivity analysis of fishery management simulation models: 
Efficient conditioning and robust combination of the Morris and Sobol 
methods  
 
Fishery systems are complex systems that need to be managed to ensure the sustainable 
exploitation of fishing resources, the economic efficiency of the fishery and the social 
wellbeing of fishing communities. One of the main problems in the management of fisheries 
is the inherent uncertainty which arises principally from the natural variability of the system, 
the errors made in the decision-making process and the problems in the implementation of 
the management actions. Management strategy evaluation approach arose as a procedure to 
formalize the incorporation of uncertainty in the fishery management decision-making 
process. Its objective is to evaluate the performance of fishery management strategies, by 
means of simulation, before they are put in place. The main difference between MSE and 
other simulation approaches is that, as well as the natural fishery system, it also simulates the 
entire management process, from data collection to the generation of the management 
advice. 
  
Although global sensitivity analysis (GSA) seems a natural complement of MSE, the two 
approaches are rarely combined. The infrequent use of GSA for MSE models is mainly due to 
i) the complexity of the models, which inhibits the use of the available GSA software, ii) the 
high computational cost, and iii) the lack of practical applications in the field. To promote the 
application of GSA in MSE simulation models we define a scientifically sound and 
computationally efficient methodology to apply GSA to complex fishery MSE models. First, we 
propose a set of guidelines to condition the model efficiently so the correlation in the input 
factors is avoided and the number of input factors is reduced. Second, we introduce new 
selection and convergence criteria to combine the Sobol and Morris methods robustly. 
Furthermore, these criteria are applicable to any other simulation model. 
  
We illustrate the approach using a complex implementation of a bio-economic MSE model 
where, initially, the number of parameters was greater than 1000 and many were correlated. 
In general, the parameters of the fleets' short-term dynamics were the input factors with the 
highest impact on the output indicators. Regarding the observation and estimation errors, 
their impact was bigger in the economic performance of the fishery than in the biological 
indicators of the fish species. 
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Sensitivity Analysis of an atmospheric dispersion model – First order 
index using the IA-estimator 
 
The Joint Research Centre of the European Commission has recently developed a software 
tool, named Accident Damage Analysis Module , to assist the regulatory authorities in the 
European Union (EU) for assessing the consequences of potential industrial accidents in 
Seveso sites. In particular, the atmospheric dispersion module of the tool focusses on the 
calculus of concentration of a toxic or a flammable substance following the unintended 
release of such a substance. Details on this tool and its validation are reported elsewhere 
(Fabbri et al., 2017, Fabbri et al., 2018). 
  
In the current work, a variance-based sensitivity analysis has been carried out on the 
dispersion model implemented in ADAM, by using a reference accident scenario consisting of 
a downward release of a pressurised-liquefied toxic (chlorine) from a 6-inches bottom hole of 
a horizontal cylinder. The authors propose a Monte Carlo estimation of the Sobol’ sensitivity 
indices, in particular first order ones, which makes use of the Improved Algorithm-IA 
(Azzini&Rosati, ongoing submission). The new formula shows a higher level of convergence if 
compared with similar benchmark estimators and allows the detection of not significant 
factors with very few model runs. 
  
The sensitivity analysis was conducted by fixing the geometry of the vessel, and the release 
hole and by varying all other relevant factors in a quite wide range (substance quantity, 
storage/meteorological/environmental conditions, and model parameters). Two model 
outputs were selected i.e., the downwind distances at which the toxic cloud reaches a 
concentration level of 15000ppm and 1500ppm, respectively. 
  
In this initial study, 13 variables were identified and included in the analysis. Uncertainty 
ranges were identified to account of possible variability in the input model, and uniform 
distributions were assumed. Because of the exploratory nature of the study, some range of 
uncertainty were initially considered very large, as for instance the tank filling level, which was 
set to represent all conditions between ‘almost full’ and ‘almost empty’. Meteorological and 
environmental factors as well as some specific model parameters play also a relevant role in 
the model output, and they were therefore included in this study. 
  
The estimation of the Sobol’ first order indices has been carried out using the new improved 
algorithm-IA. This estimator is based on the the evaluation of two symmetric integrals to 
compute the sensitivity effects and dynamic output variances, which are calculated and 
applied to each investigated input. Therefore, the computation of the indices requires 2N(k+1) 
model evaluations, where N is the sample size and k is the number of inputs. The results of 
the global sensitivity analysis show a significant convergence with both MC and QMC 
sequences. 
  
Referring to the case of 15000ppm and QMC technique, at a size of N=50 (total cost of 1400 
runs), six out of thirteen inputs (i.e., substrate roughness in proximity of the release, substrate 
thermal conductivity and diffusivity, ambient temperature, and humidity) are already 
detected as negligible, with both sensitivity indices below 0.01. The input ranking identified 
at this stage is confirmed by the evaluations at larger samples. Apart from one factor 
(difference around 0.07 for both main and total order index), all sensitivity indices are 
correctly computed at N=100, and no relevant modification appears starting from N=200. 
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Sensitivity analysis for flood evacuation model 
 
The frequency and severity of natural disasters have been significantly increasing throughout 
the world in the last decades due to several influencing factors including the impact of climate 
change combined with an ever-growing population in areas at risk. Initiatives to develop 
decision support systems for mass evacuation in emergency situations are beginning to 
emerge and these make use of recent progress made in the development of powerful 
simulation tools for evacuation modelling. While complex scenarios can now be simulated in 
a qualitatively realistic way, quantitative predictions remain elusive. This is due to the many 
sources of uncertainty in the simulations. In addition to uncertainties in the input data , the 
simulated system itself presents inherent challenges linked to the accurate description of 
human behaviour under stress conditions. 
  
Data61, the digital innovation arm of CSIRO, has developed a new simulation package for 
evacuation modelling which enables each individual to be described with specific 
characteristics including their response to stress and onset of panic, social interactions with 
other agents, among others. In addition, the agents can navigate a complex three-dimensional 
environment and respond to external stimuli. A flood event has been used as an example of 
an external stimulus in the present research. The extent of the flood was simulated using 
CSIRO’s owned package SWIFT and imported as a geometrically evolving constraint in the 
evacuation model. The agents have an ability to sense their environment and potentially react 
to avoid the areas that have been or are at risk of being flooded. The model may then be used 
to study the possible outcomes of the evacuation depending on decisions made such as 
instructing the evacuees to leave at a particular time, towards a specific evacuation area, etc. 
This provides useful information to test possible evacuation plans and strategies. Yet the 
outcome is strongly dependent on a number of parameters in the evacuation model, on the 
agents and on the event that are only partially known. Some a priori values for these 
parameters are given in the literature but they may not be optimal for simulation and thus 
lead to evacuation times that are not consistent with observations. The deterministic 
numerical approach thus appears limited; these limitations can be overcome with an 
ensemble-based approach making statistical assumptions on the model parameters. The 
stochastic framework allows to develop reliable methods to reduce the uncertainties present 
in the model parameters and its outputs. By capitalizing on CERFACS’s expertise in uncertainty 
quantification (UQ), we have started to develop these approaches and identify the most 
important parameters that may affect the outcome of an evacuation. This is the first step 
towards developing more accurate models. The computation of sensitivity analysis indices 
allows to identify predominant parameters on the quantity of interest. The methods for 
sensitivity analysis that have been implemented so far at CERFACS are non-intrusive and rely 
on Monte-Carlo based sampling of the input space and propagation with the direct solver or 
with a reduced-cost surrogate. 
  
In a preliminary study, we considered the evacuation of a room with a single exit. This example 
has been widely studied in the literature, particularly in relation to the social force model 
proposed by Helbing et al. (1995, 2000). A given number of agents are placed randomly inside 
a room from which they attempt to evacuate at a predefined desired speed. The social force 
model describes the characteristics of the agents, the social interactions between them 
through a repulsive interaction force as well as additional granular-like forces that capture 
particular effects in panicking crowds. This model is widely popular in the scientific literature, 
partly due to its ability to capture many emergent macroscopic phenomena of crowd motion 
including the so-called faster-is-slower effect. This describes the observation that under 
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certain conditions of evacuation increasing the speed of the agents actually leads to longer 
egress times. 
 
On this simplified model, a uniform assumption of the probability density function of the social 
force model was made. A learning data base was built from an optimized design of experiment 
in the input space and integration of the evacuation model. The Sobol’ sensitivity indices have 
been computed as well as the probability density function for the total evacuation time. It was 
shown that the predominant parameters to explain the variance of the evacuation time, are 
related to the intensity of interactions as well as compression and friction force between 
agents. Uncertainty quantification and sensitivity analysis from this proof of concept paves 
the way towards reduction of uncertainties with data assimilation algorithms. 
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Parallel session 8: Sensitivity analysis in spatio-temporal 
modelling I 

Impact of common inhabitants’ habits on the risk of overheating in 
dwellings. Application of temporal sensitivity analysis  
 
To predict building thermal behaviour, many inputs are requested as climatic data, occupant’s 
behaviour scenarios as well as multiple inputs related to building envelope properties, 
building geometry and HVAC systems’ characteristics. In the purpose of reducing energy 
consumption in a building as building energy use currently accounts for over 40% of total 
primary energy consumption in the U.S. and E.U. [Cao and al., 2016] sensitivity analyses are 
applied in several practical issues in building energy analysis [Tian, 2013]. Among the issues, 
the study of the impact of occupants’ behaviours on dynamic thermal response of a building 
remains a challenging task. 
  
This study seeks to estimate the robustness of a building in summer period to occupant’s 
behaviours as climate change will induce stronger and more frequent heat-waves period and 
consequently a potential increase in air-conditioning energy use in buildings. To do so, this 
study uses sensitivity analysis in the aim of answering three questions: How intensely might 
an occupant’s action affect indoor temperature? In which way? And for how long? In 
particular, this study deals with the problematic of summer comfort in low-energy residential 
building. The intrinsic characteristics of these buildings as a high-insulated and an airtight 
enveloped coupled with a bioclimatic design make them more sensitive to overheating. 
  
The inhabitants’ actions scrutinise in this study reflect common inhabitants’ habits as: the 
opening of windows for a short period in early morning, at noon and in the evening because 
it affects the heat balance of the building due to the introduction of an external air-flow; the 
opening of blinds in the morning, at lunch time, in the afternoon and late afternoon because 
it controls the introduction of solar heat gains; the electric appliances usage in early morning, 
at noon, in the evening and in stand-by mode as it corresponds to sensible internal heat gains 
and finally, the interlock of the night mechanical ventilation system that also affects the 
introduction of external air-flow. In total, 12 inhabitant’s actions are investigated. Moreover, 
a low-energy house is the case study and climatic data corresponding to the heat-wave period 
of summer 2018 in Paris area is used. That year, a 16-day period of heat-wave has been 
recorded in France from the 24th July to 8th August. It is the second warmest summer, just 
after summer 2003 according to the French weather agency MétéoFrance.  
  
To understand the intensity and the persistence of inhabitants’ actions on the building, 
temporal sensitivity analysis is conducted on the output of our model that is the hourly indoor 
temperature i.e. sensitivity analysis is performed at an hourly time step to obtain the temporal 
function of sensibility of each action. For that, here, the RDB-FAST method is used (Random 
Balance Design – Fourier Amplitude Sensitivity Test). It is a robust and accurate global 
sensitivity analysis method based on variance decomposition [Tarantola and al., 2006] and is 
available now on SALib library in Python (Sensitivity Analysis Library) and it is implemented 
with a LHS (Latin Hypercube Sampling) sampling. 
  
Prior to manipulate the sensitivity analysis results, uncertainty analysis is performed as LHS 
sampling allows to properly explore the input space. This uncertainty analysis provides two 
different major information: firstly, it allows to identify period in time when there is a risk of 
thermal discomfort i.e. for which most of the 1,000 combinations of actions propagated in the 
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model lead to indoor temperature higher than 27°C that is a common overheating threshold. 
Secondly, the analysis of the evolution of the variability of the indoor temperature over time 
allows to distinguish over the previous selected period, potential-free moment in time i.e. 
when the variability is too low that there is no actions better than others and other moment 
in time with higher variability for which actions are better than others. 
  
The temporal sensitivity analysis is performed on the indoor air temperature at each hourly 
timestep. Partial variance results are preferred to sensitivity index in order to work with 
quantitative results due to the temporal variation of the variance. 
  
Either a positive or a negative sign is assigned to the partial variance of each action and at 
each time step according to the observed tendency i.e. the sign of regression coefficient value 
between the 1,000 computed indoor temperatures values and the 1,000 values associated at 
the action in order to identify actions that lead to higher indoor temperature from actions 
leading to lower indoor temperature. 
  
By observing the maximum duration in time when partial variance of an action is above a 
lower limit of variance, this methodology shows, for example than the impact on the indoor 
temperature of the opening of windows for one hour can last for 23 hours. Results also show 
that the opening of blind for 4 hours in the afternoon has less negative impact, in intensity, 
than the opening of windows for one hour at noon. 
  
With this generic methodology it is possible to conclude on the intensity and the persistence 
of the impact of inhabitants’ actions on indoor temperature. Two prospects are: to identify 
risk and possible improvements during a heat-wave period and if improvements exist, to 
provide a “user-guide” to the inhabitants. 
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Coupling of sensitivity analysis and model calibration in radioactive 
waste disposal safety assessment 
 
Prediction of radionuclides transport in the environment is essential for safety assessment of 
long-term disposal of radioactive waste. Groundwater flow and transport modelling is a 
commonly used approach to estimate the distribution migration of the contamination in 
geological media. This kind of modelling is associated with high level of uncertainties of 
diverse origins. And almost always the most significant contribution to the uncertainty of the 
modelling result is associated with the conceptual uncertainty due to lack of data or 
understanding of the underlying processes. 
  
As an example one can consider a structural geological model – it is absolutely impossible to 
construct an accurate one, especially for highly heterogeneous media . The variety of 
geological structural models compliant with the experimental data could be developed both 
manually and by means of stochastic modelling. The other example deals with the chemical 
description of sorption processes – the set of reactions, types of sorption centers, etc [1]. A 
coupled utilization of sensitivity analysis and automatic model parameter calibration is an 
adequate approach to this problem. 
  
For sensitivity analysis we use the variance-based method – Sobol indices. This method allows 
evaluating the first order sensitivity indices responsible for the single parameter contribution 
to the resulting uncertainty, their confidence intervals and the total sensitivity indices that 
take into account the parameter interactions. Some results of sensitivity analysis indicate 
problems in the conceptual model, among them such as: 
* the model shows low sensitivities to all parameters;  
* the model shows low sensitivities to some parameters, and modelers -experts consider it as 
strongly non-adequate. 
 
The automatic calibration procedure relies on the optimization methods that search through 
parameter combinations to achieve the best fit of model results and observations [2]. 
Nowadays heuristic optimization methods become more and more widely applied for complex 
optimization problems (that means the minimization of the nondifferentiable functions with 
multiple local minima) in the different scientific fields. The main idea of it is that the behavior 
of many natural systems has successfully solved their optimization issues and could be 
efficiently reproduced for other problems. 
  
In this work as the optimization methods we use a modified Particle swarm optimization 
approach and the heuristic hybrid Cuckoo Search and Harmony Search algorithm was utilized. 
The hybridization allows gaining advantage from Cuckoo search’s ability to efficiently search 
the whole parametric space and the efficiency of Harmony search to refine the found near-
best solution. 
 
This step may lead to one of the «unfortunate» results that almost without exception lead to 
the necessity of conceptual model revision: 
* Optimal values of several parameters come close to the limits of the predefined diapason 
that could indicate possibly inadequate values.  
* Optimization via different algorithms and with different initial guesses fails to converge. 
So, in practical experience uncertainty analysis procedure consists of at least two different 
parameter optimization steps and the sensitivity analysis before each of them. 
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The described approach was applied to two problems: the choices of the structural geological 
model and of the set of chemical reactions describing the sorption of radionuclides on 
goethite. The heterogeneous media is represented by several types of crystalline rock 
intruded by dikes and having different fracture indices.Two alternative geological cross-
sections were developed in accordance with the data from 4 exploratory boreholes. These 
two models have apparent contradictions in the general orientation of the dikes that are 
sufficient because their intersections with the gneiss are considered as the potential path of 
contaminant transport. 
  
In addition to the descriptive data from the exploration wells, the results of pumping tests are 
available. The groundwater flow model is being developed on the base of both structural 
models and calibrated to fit the head observations from these pumping tests. 
  
Regarding the modelling of the groundwater flow in the complex heterogeneous media, the 
necessary to deal with uncertainties comprised: 
* The uncertainty of structural elements within intervals of measurements.  
* The number of parameters that are significant for the current groundwater flow model.  
* The uncertainty of the groundwater flow model parameters that can provide consistency 
with the observations. 
 
Varied parameters were filtration properties of different structural elements and the 
uncertain border conditions. The fitness function being minimized was defined as a weighted 
sum of squared residuals between modelled and experimental water heads. The calibration 
was preceded by sensitivity analysis, which allowed excluding insufficient for the calibration 
parameters (filtration coefficients of crushing zone and of moderately cracked dikes). The 
results clearly indicate a greater likelihood of one of the geological structural models. 
  
The development of the chemical model describing sorption of radionuclides (Eu, Np, U) on 
goethite required 4 iterations to obtain good coincidence with the experiment. Varied 
parameters were sorption equilibrium constants and the density of strong and weak sorption 
sites. The goal of parameter optimization was to fit simulated and experimental isotherms and 
pH-dependencies. Each iteration included sensitivity analysis and 3 of them included both 
sensitivity analysis and calibration. The evolution stages of the conceptual model were: 
* The selection of description of electrostatic features.  
* The definition of the number of sorption centers.  
* The importance of the hydrolysis reactions.  
  
The examples given clearly show that sensitivity analysis and parameter optimization steps 
are not the final stages of the computational model development, but an inseparable part of 
the modelling process. 
  
Normal 0 
false false false RU X-NONE X-NONE 
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Assessing the Effectiveness of Visualization Techniques for Spatial 
Sensitivity Analysis  
 
Visualization of sensitivity analysis output in spatially explicit models can potentially enhance 
the interpretation of uncertainty in model inputs. Yet, it is not obvious which visualization 
techniques are effective in the context of spatial and spatio-temporal models as the difficulty 
of selecting an appropriate visualization increases with model complexity and the number of 
input-output linkages. 
  
This study examines the effectiveness of adjacent and coincident maps depicting the results 
of global sensitivity analysis applied to a widely used spatio-temporal model of urban growth 
called SLEUTH. The efficacy of both types of maps is tested for expert and novice end-users 
with a web-based survey to understand which of the maps is more effective in supporting the 
comprehension of global sensitivity analysis results. Additionally, the survey results are 
analyzed to determine which map type is more effective in gaining user’s confidence to 
discern influential model inputs form non-influential ones, and correctly interpret sensitive 
locations in a model’s study area.  
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Parallel Session 9: Sensitivity analysis and reliability 

Variance-based reliability sensitivity analysis and the FORM alpha 

factors 

 
In reliability assessments, it is useful to compute importance measures that provide 
information on the influence of the random variables on the probability of failure. Classical 
importance measures are the alpha factors, which are obtained as a by-product of the first-
order reliability method . These factors are the directional cosines of the most probable failure 
point in an underlying independent standard normal random variable space. They represent 
the contribution of each random variable on the variance of the linearized limit-state function 
in this underlying space.  
 
Alternatively, one might assess sensitivity by a variance decomposition of the indicator 
function, i.e. the function that indicates membership of the random variables to the failure 
domain [L.Y. Li, Z.Z. Lu, J. Feng, B.T. Wang, Moment-independent importance measure of basic 
variable and its state dependent parameter solution, Struct. Saf. 38 (2012) 40–47]. This 
presentation discusses the relation of the latter variance-based sensitivity measures to the 
FORM alpha factors and analytically shows that there exist one-to-one relationships between 
them for linear limit-state functions of normal random variables.  
 
We also demonstrate that these relationships enable a good approximation of variance-based 
sensitivities for general reliability problems. The derived relationships shed light on the 
behavior of first-order and total-effect indices of the failure event in engineering reliability 
problems. 
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Reliability sensitivity analysis with value of information  
 
Reliability assessment and robust design provide decision support for engineering systems 
under uncertainty. Sensitivity analysis is a key element of such assessments. In many instances, 
it is relevant to understand if and how further efforts should be undertaken to reduce 
uncertainty, e.g. by collecting additional data or by improving models. The value of 
information concept provides a decision-theoretic measure to quantify the benefits of such 
uncertainty reduction, and has therefore been proposed as a basis for sensitivity analysis [1]. 
In particular, the expected value of partial perfect information and the expected value of 
sample information (EVSI) have been proposed as sensitivity measures [1-2]. This talk focuses 
on the definition and computation of EVPPI for reliability assessment of systems represented 
through physics-based models, in contrast to [3], which considers Boolean system models. 
Because the value of information can only be calculated in the context of a decision analysis, 
we propose and investigate general formulations for such decision analyses, which are 
representative for a wide range of applications. On this basis, we derive expressions for the 
EVPPI. Thereafter, we discuss three different computational strategies that can be employed 
to evaluate the EVPPI for systems that are represented by numerical models. Based on the 
results of a reliability analysis, these strategies work without additional runs of the (potentially 
costly) numerical model. Concepts and implementation are demonstrated on some realistic 
engineering problems. Finally, we draw some conclusions on the relationship between the 
EVPPI and common sensitivity measures in reliability assessments. 
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The role of Sensitivity Analysis in Imprecise Stochastic Simulation 
 
Simulation models have been widely applied in various fields so as to learn and simulate the 
behaviors of physical systems as well as the performances of engineering structures. However, 
due to the ubiquitous uncertainties presented in the input parameters and the errors of the 
simulation models, the practitioners always find it difficult to catch the real system behaviors. 
Generally, there are two kinds of uncertainties, i.e., the aleatory uncertainty and epistemic 
uncertainty, where the former one is due to the intrinsic random properties of parameters, 
and is irreducible, while the later one is caused by the imperfect knowledge of parameters , 
and can be reduced by learning more knowledge.  
 
Current researches have shown that the error caused by ignoring the epistemic uncertainty 
can be much more prohibitive than the one caused by the error of simulation models, 
especially when the response tail distribution is concerned. Thus, properly characterizing the 
different kinds of uncertainties, and effectively propagating them through the simulation 
models have become two challenging tasks. The imprecise probability models, such as 
evidence theory, probability-box model and fuzzy probability models, have been developed 
and regarded as the most appealing mathematical models for characterizing the two kinds of 
uncertainties since each of them makes a separation between the two kinds of uncertainties 
in a unified framework.  
 
However, the efficient and accurate propagation of the imprecise probability models through 
any simulation models (linear or nonlinear, convex or non-convex) has long been a difficult 
task, and many efforts have been devoted by researchers in this aspect. Imprecise stochastic 
simulation developed by the authors is an appealing general non-intrusive framework for 
effectively propagating the imprecise probability models, and further for uncertainty 
quantification of model responses, and for structural reliability analysis, under mixed 
uncertainty environment.  
 
The most appealing characters of this method are that the computational cost is the same 
with the utilized precise stochastic simulation procedure, the optimization procedure directly 
performed on the model response functions can be avoided, and the estimation errors are 
properly addressed. And also, the implementation of this method is almost as simple as the 
utilized advanced precise stochastic simulation procedure. In this presentation, we show that 
the sensitivity indices, which are byproducts of the imprecise stochastic simulation and are 
estimated with trivial efforts, can play important roles in the estimation process.  
 
Firstly, they can be utilized for recognizing the important components in the final estimations. 
Secondly, they can be severed for measuring the truncation errors of the final estimations. 
Thirdly, the sensitivity indices can inform the analysts the optimal way for further allocating 
information so as to reducing the epistemic uncertainty presented in the estimation. Several 
test examples are introduced to illustrate the theoretical developments.  
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Session 10: New methods in sensitivity analysis I 

Improved Algorithms-IA for main and total order indices estimation  

 
Traditional Sobol’ variance-based methods are considered a very popular way to conduct 
global sensitivity analysis , primarily for their versatility and easiness of coding (Saltelli et al, 
2010; Kucherenko&Song, 2017). Regrettably, the number of model evaluations required for 
an appropriate estimation that strictly depends on the number of inputs represents a severe 
limit. Therefore, the need for more performing designs to compute Sobol’ indices, and in 
particular the main order index, is still valid 
  
The Monte Carlo estimations of the Sobol’ indices can be based on two independent matrices 
and , and the derived matrices Abi, which are equal to A but the i-th column which is replaced 
with the i-th column of B (Saltelli et al., 2010).Owen (2013) introduces a formula for the main 
indices based on three independent points instead of two, using the third point only for 
replacement purposes, with very good results. A further alternative for Sobol’ indices 
computation is discussed by Tarantola (Tarantola et al., 2006; Lilbure&Tarantola, 2009), which 
takes into account two dependent matrices Abi and Bai (Bai is equal to B but the i-th column 
from A) and considers a dynamic variance depending on factor i for each individual estimation 
of Si / STi. 
  
In this work, improved algorithms-IAs to estimate Sobol’ indices are proposed (Azzini&Rosati, 
ongoing submission). Starting from two independent points x(y,z) and x’(y’,z’), the 
computation of the first-order effect is obtained by the the evaluation of two symmetric 
integrals (Sobol’, 1993), and applying the relation between main and total order indices, also 
an estimator for the latter is defined. Like in Tarantola, with the aim of capturing all the 
available information in the most efficient way, four input matrices are considered, and the 
corresponding four output vectors used in the estimation. To calculate sensitivity indices, 
dynamic output variances are computed and applied to each investigated input. The total cost 
of the estimation is therefore 2N(k+1), where N is the sample size and k is the number of 
inputs. 
  
The new algorithms show a surprising stability, similar to the Owen formula, even at small 
sampling (N<100) and random numbers, and also good results are achieved both in case of 
functions with important low-order interaction terms and functions with important high-
order interaction terms. 
  
As from tests carried out on a broad set of functions, the rate of convergence is so significant 
to make the IA competitive compared to similar methods based on only three matrices, with 
a lower dependence on model dimensionality. Therefore, the improved algorithms-IAs appear 
to be a valid alternative to the actual best benchmarks using both Monte Carlo numbers and 
Quasi-Monte Carlo sequences. 
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Why the Janon Estimator is the Best Thing since Sliced Bread  
 
Sensitivity analysis of large and complex models, which have a high run-time, may often face 
the limitation that the budget of model runs available is too low to give precise estimates of 
sensitivity measures. Additionally, the number of model inputs may be high. In such cases, 
“screening” tools may be used to provide a rough ranking of model inputs or to sort them into 
influential and non-influential groups. In fact, screening can be viewed as sensitivity analysis 
at low sample sizes, and the tools available for this task are broadly similar to those used in 
sensitivity analysis in a more general sense. They can be roughly divided into “metamodeling” 
approaches, which use a data modelling approach, and “sampling based” approaches, which 
estimate sensitivity directly from the model samples. 
  
This study offers a comprehensive comparison of ten sensitivity analysis approaches in the 
screening setting, ranging from recent metamodelling approaches , canonical low-rank 
approximations and PCE-kriging) to elementary effects, derivative-based sensitivity measures, 
variogram methods and Monte Carlo estimators. In order to relax the dependency of the 
results on the test function(s) used, a novel `metafunction' approach is adopted which 
randomly generates test functions of varying dimensionality (up to 100 inputs) and functional 
form using a random combination of plausible basis functions and coefficients from a Gaussian 
mixture distribution, and a range of sample sizes (up to 1000 model runs). This allows a very 
large range of sensitivity analysis problems to be investigated - in the present study, around 
10,000 unique and randomly-generated sensitivity analysis problems were analysed by each 
of the ten methods. 
  
The results give a detailed comparison of the approaches as “maps” of sample size and 
dimensionality, and with respect to particular basis functions. They show that in the context 
of particularly low sample sizes, Monte Carlo estimators, particularly the Janon estimator, 
outperform metamodels and more commonly-used screening tools. Indicatively and on 
average, metamodels become competitive at around 20-30 runs per model input, but at lower 
ratios, sampling-based approaches are considerably more effective as a screening tool.  
 
A discussion on the (perhaps surprising) success of sampling-based approaches is given, along 
with some practical advice for modellers with a very low budget of model runs. The choice of 
sensitivity analysis method is important to know in advance because it dictates the sampling 
strategy.  
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Has the Spell Been Broken? Estimating Variance-Based Sensitivity via 
Nearest Neighbors  
 
In the framework of a factor fixing setting, the analyst tries to identify non-influential input 
parameters in a simulation model with uncertain inputs. The method usually considered to be 
fit for this task is the computation of variance-based total effects. An estimator of this quantity 
from a given sample has sometimes been considered as the holy grail of global sensitivity 
analysis. 
  
In a recent paper, Devroye, Györfi, Lugosi and Walk show how to estimate the residual 
variance E[V[Y| Z]] using a nearest neighbor approach.The consequences for obtaining 
variance-based sensitivity effects from a given sample are immediate. One can simply include 
or exclude input dimensions from the nearest neighbor search: single dimensions will give first 
order effects and selecting all but one dimension gives total effects (other combination give 
subset or superset importance). 
  
Properties and variants of this estimation approach are investigated. Especially in higher 
dimensions the estimates show a large bias. Bootstrapping techniques together with 
monotonicity properties are employed to reduce the bias. 
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Session 11: New methods in sensitivity analysis II 

Sensitivity analysis based dimension reduction of multiscale models 

 
A multiscale model couples several single scale models which simulate processes at different 
temporal and spatial scales [1-3]. In order to develop reliable and trustworthy computational 
models, usually, Uncertainty Quantification must be performed [4-6]. Often UQ methods 
require extended computational resources, especially, when the model has a large number of 
uncertain inputs. However, the coupled structure of multiscale models can provide 
advantages in UQ.  Sensitivity analysis (SA) recognizes the effects of uncertainty in the model 
inputs to the output parameters [7]. Whenever the variance is a representative measure of 
model uncertainty, Sobol variance-based method is the preferred approach to identify the 
main sources of uncertainty [8, 9]. An application of SA to identify ineffectual inputs 
parameters in order to decrease model dimensionality by equating such parameters to their 
mean values was demonstrated in [10, 11]. A method to decrease the dimensionality of 
uncertain inputs of a multiscale model based on SA of its single scale components is discussed 
in this talk.  We demonstrate that in some cases SA of a single scale model provides 
information on the sensitivity of the final multiscale model output. This then can be employed 
to reduce the dimensionality of the multiscale model input.  
 
However, the sensitivity of a single scale model response does not always bound the 
sensitivity of the multiscale model output, which will be demonstrated in two 
counterexamples. Hence, an analysis of the function defining the relation between single scale 
components is required to understand whether single scale SA can be used to reduce the 
dimensionality of the overall multiscale model input space.   
 
Clearly, being the extent of the problem so wide, all possible cases are not considered in this 
work. However, we argue that in particular cases the method can reduce sufficiently the 
computational time of UQ by eliminating unimportant parameter equating their values to 
their means. We will give two examples of the application of this method: a reaction model 
and the standard Ornstein-Uhlenbeck process.   
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Optimal balance between explorations and repetitions in sensitivity 
analysis  
 
Sensitivity analysis is well developed for deterministic computer models. When the computer 
model is stochastic, however, it is less clear what its performance is, or even what it means. 
In particular, the computer model is repeated several times, say m, at each one of the 
explorations of the input space. A sensitivity analysis is typically performed with mn(p+1) runs, 
where n stands for the number of explorations in the input space and p stands for its 
dimension. Since the computing budget, denoted by T, is limited, we have T=mn(p+1). This is 
called the budget equation. But there are several couples that satisfy the budget equation. 
What should we choose? Indeed, it is expected that the performance of the sensitivity analysis 
depends on this choice. That is, the statistical efficiency of the estimators of the sensitivity 
indices depends on the choice one makes for the couple (m,n) that satisfies the budget 
equation. 
  
Our contribution is twofold. First, we show that there is a number of repetitions optimal in a 
certain sense. Second, we build a method to estimate two kinds of sensitivity indices in the 
stochastic context. The method is a two-step procedure in which the first step estimates the 
optimal number of repetitions and the second step estimates the sensitivity indices based on 
the optimal number of repetitions found in the first step. 
  
We show that this procedure is optimal asymptotically, in the sense that it does arbitrarily as 
good as the procedure in which the optimal number of repetitions is known. Numerical 
illustrations are provided to illustrate our theoretical findings. 
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Is it possible to improve existing sample-based algorithm to compute 
the total sensitivity index?  
 
Variance-based sensitivity indices have established themselves as a reference among 
practitioners of sensitivity analysis of model output. It is not unusual to consider a variance-
based sensitivity analysis as informative if it produces at least the first order sensitivity indices 
S_j and the so-called total-effect sensitivity indices T_j for all the uncertain factors of the 
mathematical model under analysis. 
  
Computational economy is critical in sensitivity analysis. It depends mostly upon the number 
of model evaluations needed to obtain stable values of the estimates. While for the first order 
indices efficient estimation procedures are available which are independent from the number 
of factors under analysis, this is less the case for the total sensitivity indices. 
  
When estimating the T_j, one can either use a sample-based approach, whose computational 
cost depends from the number of factors, or approaches based on meta-modelling/emulators, 
e.g. based on Gaussian processes. The present work focuses on sample-based estimation 
procedures for T_j and tries different avenues to achieve an algorithmic improvement over 
the designs proposed in the existing best practices. We conclude that some proposed sample-
based improvements found in the literature do not work as claimed, and that improving on 
the existing best practice is indeed fraught with difficulties. We motivate our conclusions 
introducing the concepts of explorativity and efficiency of the design. 
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Poster Session 3: New methods, correlated inputs and new 
applications of sensitivity analysis  

Web-Application for Sensitivity Indices Estimate  
 
The European Commission Competence Centre on Modelling has developed an online 
application to allow the computation of variance-based sensitivity indices, the so called Sobol’ 
indices (Sobol', 1993), from given Monte Carlo samples. 
  
This Web-App is able to carry out Global Sensitivity Analysis (GSA), that is to compute and 
apportion the outcome uncertainty to the different model inputs (Saltelli et al., 2008), simply 
starting from a sample of size N of model factors X (under the assumption of independence of 
the x‑ variables) and the corresponding output Y (obtained by the N model executions on the 
inputs). 
  
The measures of the factor relative importance– main sensitivity effects - are computed by 
decomposing the output variance (ANOVA decomposition - Sobol’, 1993), in terms of partial 
contributions given by each investigated inputs. These values are normalized, between 0 and 
1, obtaining unidimensional measures: the sensitivity indices. 
 
Steps for using the Web-App 
 
Step 1: uploading the data 
 
The user should connect himself to the remote application. From the welcome page it is 
possible to upload the data file (clicking on BROWSE), that must be a ‘csv’ file or any ASCII 
format one, like ‘txt’. The file is substantially a matrix (d+1)xN, where d is the number of inputs 
and (d+1) columns are given by the inputs plus the output. N corresponds to the sample size, 
which is the number of available cases (rows of the matrix). On the left-hand side of the page, 
some closed options define the format of the data to be uploaded i.e. which kind of separator 
has been used (comma, semicolon, tabulation), or the presence of a header line. We strongly 
recommend using the first row as a header to indicate the name of the variables. In case of a 
missing header, the variables are denominated as generic xi (e.g. x1;x2;….;xd). The last 
variable must be the output, indicated automatically with y if no header is used.  
 
When data are successfully uploaded, the first rows/columns of the file are displayed. The 
number of treated inputs is shown as well as the sample size. Currently, the Web-App can 
carry out SA with a maximum of 50 independent inputs and one output at a time. The sample 
cannot exceed the 2^10 rows. Inputs can be either continuous or discrete variables while the 
output has to be continuous (or at least treatable as a continuous variable). 
  
If the upload fails, the program is not able to recognize the number of variables, a warning 
message is shown and the rows/columns are not displayed properly.Following a correct 
uploading, the program is run by clicking on EXECUTE.  
 
Step 2: Execution of the sensitivity analysis 
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While the program is being executed, the message ‘Calculation in Progress. Please wait!’ is 
displayed in red. At the end of this phase, a further message appears to warn the user. 
If the program cannot be run correctly, the execution is stopped and an error message is 
displayed. 
 
Step 3: Analysis of the results 
 
The Web-App provides three types of results which correspond to different tabs. Under the 
first tab (SA), both sensitivity indices are shown (the main effect index and total order index) 
for each investigated inputs. In addition, a summary is given about the polynomial chaos 
expansion (PCE) execution, i.e. the Npce (Number of terms in the expansion) and the Qe2 
(amount of variance unexplained by the PCE approximation, a value < 0.10 is recommended). 
Finally, the output variance decomposition is proposed with the indication of the relevant 
inputs and interactions. 
 
Clicking on the second tab (SI plot), the first-order sensitivity index (SI) and total order index 
(ST) values are plotted in a unique graphics. In a second graphic the same values are shown 
using histograms (in red the SIs and in blue –incrementally – the ST values). 
The last Tab (Main Effects) shows the marginal effect of each input (univariate effect) versus 
the model response. Normally, this allows the investigation of the trends of the effects onto 
the outcome y. 
 
The EC Web-App appears as a really versatile and user-friendly tool. Sensitivity indices, and 
corresponding graphics, can be obtained with a few runs of the model. The execution of the 
program takes only a short time and can be carried out by people without any experience in 
programming simply uploading the data file. 
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The variable importance measure index system based on random forest  
 
Random forest is an ensemble learning method for classification, regression and other tanks 
that operate by constructing a multitude of decision trees. Random forest can be used to rank 
the importance of variables in a natural way. Variable Importance Measure(VIM) can be 
implemented to rank or select the predictor variables. Random forest provides two kinds of 
VIM, i.e., Mean Degrease Gini(MDG) and Mean Decrease Accuracy(MDA)[1]. MDG is the 
average of the decrease impurity level of samples based on the Gini splitting index of random 
forest decision tree. Gini splitting index is sensitive to unbalanced samples, and its robustness 
is poor when data are interrelated[2]. MDA is the average reduction of classification accuracy 
before and after slight perturbation of variable on the basic of out-of-bag data. The ranking 
based on MDA has been widely used in many scientific areas. However, it is of interest to 
select grouped variables rather than to select them individually in many situations. Grouped-
variable importance measure (GVIM) based on random forest is presented to enhance the 
VIM system. After normalizing the MDG, MDA and GVIM indices, the variable importance 
measure index system based on random forest are established. 
   
The procedure of GVIM can be summarized as follows: 
Step 1: Bootstrap sampling from observations to obtain the training data, other observations 
are “out-of-bag” data. 
Step 2: Using the training data to establish a decision tree, the out-of-bag data are used to 
estimated Mean Squared Error(MSE). 
Step 3: Randomly permute the selected grouped-variable predictor from out-of-bag data and 
keep other predictor values fixed. 
Step 4: Estimate the predicted values of the modified out-of-bag data and the corresponding 
MSE. The decline of the MSE compared with Step 3 is the grouped-variable importance 
measure. 
   
There are two simulation studies to illustrate the necessary of the GVIM index. 
Test 1: A model contains twelve predictor variables, Y=sum(a_i*X_i). all variables X_i are 
uniformly distributed on the interval [0,1]. The linear correlation coefficient of X_1, X_2, X_3, 
X_4 are all equal to 0.9 and other variables are irrelevant[3]. The rankings illustrate that the 
GVIM indices are precise and robust. 
Test 2: A model contains ten predictor variables Y=sum(a_i*X_i*X_i+1), where X_i are mutual 
independent and uniformly distributed on the interval [0,1]. The rankings based on GVIM are 
related with the coefficients a_i of the model. 
  
Keywords: Variable importance measure; Random Forest; Mean decrease accuracy; Grouped-
variable; Gini splitting index  
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A new sensitivity analysis method based on correlation for dependent 
inputs and outputs  
 
Sensitivity analysis evaluates how the variations in the model output can be apportioned to 
variations in model inputs. After a long period of development, sensitivity analysis for models 
with single output has been developed very well, with that for models multiple outputs 
receiving increasing attention in recent years. For models with multiple outputs, there is not 
only uncertainty but also correlation among the outputs. Similar to output uncertainty, output 
correlation is also influenced by uncertainty in the input. If inputs are dependent, correlation 
between inputs will also contribute to correlation between outputs.  
 
We introduce a new sensitivity analysis technique for models with correlated inputs to 
measure contributions of inputs to output correlation. The new method allows us to 
quantitatively distinguish the effects of the correlated and uncorrelated variations of the 
model inputs on the correlation between outputs. This is achieved by performing off-diagonal 
elements of covariance decomposition for the correlation contribution of the inputs after 
decoupling the correlated and uncorrelated parts of the component functions in the high 
dimension model representation of the outputs. Two numerical examples and a structure 
model of a rectangular cantilever beam are employed to illustrate the validity and potential 
benefits of the new indices. 
  
Keywords: Sensitivity analysis; Correlated outputs; Correlation coefficient; Correlated inputs 
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Generalized sequential importance sampling for structural reliability 
analysis of multiple stochastic responses 
 
Estimating the failure probabilities of multiple failure modes is a challenging task in structural 
reliability analysis. The traditional sequential importance sampling fails to estimate the failure 
probabilities in a single run, leading to high computational expense and low efficiency. To 
address this issue, this study develops a generalized Sequence Important Sampling method, 
in which a unified intermediate event is defined to construct a sequence of intermediate 
distributions. It iteratively generates samples and makes them gradually approach each failure 
domain, thus the failure probabilities of multiple failure modes could be estimated 
simultaneously in a single run. 

   
The simulation techniques are usually applied for structural reliability analysis due to their 
robustness in handling complex mechanical systems. Among the simulation methods, the 
crude Monte Carlo Simulation (MCS) is the most basic method for reliability analysis, and 
independent on the complicacy and dimension of mechanical systems. However, in a context 
of high level of system safety, the estimation of low failure probability requires a huge demand 
of samples to achieve an enough accuracy, which is usually intractable, especially for time-
demanding models. For these reasons, several variance reduction techniques have been 
proposed to handle this problem: important sampling (IS) method, directional simulation (DS), 
line sampling (LS) method, subset simulation (SS) and sequential importance sampling (SIS). 
Based on the preselected importance sampling density (ISD), IS methods shift the sampling 
center to the most probable point (MPP) to generate more samples in the failure region, and 
significantly improve the efficiency for estimating failure probability. However, in high 
dimensions, IS methods do generally not work due to the fact that samples generated by a 
fixed ISD impossibly cover the important area of failure domain because this important area 
is generally unknown and very complex. SS pioneered by Au and Beck has been regarded as 
one of the most practical reliability method in the last decades. By introducing a sequence of 
intermediate events, a small failure probability is converted into a product of large conditional 
failure probabilities, which could be accurately assessed with less computational cost. Iason 
et al. introduced the SIS that gradually transforms samples generated from the initial 
distribution to samples exploring the failure region through a sequence of intermediate 
distributions. This method is originally developed in the context of Bayesian analysis, further 
applied to structural reliability analysis and reliability-based optimization. Based on the 
principles of SS and SIS, one can find that the SS could be understood as a special case of SIS 
if the intermediate distributions are chosen as the optimal ISD of the conditional distributions. 
  
When applied to single failure mode, the traditional sequence important sampling method 
constructs a series of intermediate sampling density functions based on the limit state 
function, and utilizes the Markov Chain Monte Carlo method to sample in a step-wise manner, 
so that the samples gradually approach the failure domain. When there are enough samples 
in the failure domain, the failure probability can be obtained with high precision. For the 
multiple failure modes, the intermediate sampling density functions constructed based on 
each limit state function are different with each other. And the traditional sequence important 
sampling method unable to select the appropriate intermediate sampling density function to 
sample to make the obtained samples gradually approach each failure domain. To address 
this issue, a unified intermediate event concerned all the limit state functions is constructed 
in the proposed GSIS method, based on which the intermediate sampling density function is 
constructed. Then, the sampling is iteratively performed with the Markov Chain Monte Carlo 
method, and the constantly updated samples gradually approach each failure domain. The 
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failure probabilities of multiple failure modes are obtained simultaneously by a single run of 
GSIS. 
  
The unified intermediate event constructed in the proposed GSIS method indicates that if any 
intermediate event for a single limit state function fails, the unified intermediate event must 
be failed, i.e., the failure domain of the unified intermediate event can be regarded as the 
union of all the intermediate events. Based on this unified intermediate event, a sequence of 
intermediate distributions is constructed to sample iteratively, and to drive the samples to 
simultaneously approach all the failure domains of the failure modes. Hence, all the failure 
probabilities of the multiple stochastic responses can be obtained in a single run of GSIS. It 
should be mentioned that if the failure probability of one failure mode is obtained, the limit 
state function of this failure mode will be removed from the subsequent intermediate 
distributions. Then, the sampling is iteratively performed based on the new intermediate 
distributions. The procedure is terminated when the failure probabilities of all the failure 
modes concerned are obtained. 
  
The efficiency, accuracy and robustness of the proposed GSIS approach have been illustrated 
with several engineering applications. Compared with the traditional SIS, which has to 
repetitively perform estimations for each failure mode, and the crude MCS, the proposed GSIS 
produces proper estimates of the failure probabilities for all the failure modes simultaneously 
and save a large amount of computational expense. One thing should be mentioned is the 
improvement on computational efficiency of the proposed GSIS is related to the shared area 
of the unified intermediate events. The larger the shared area is, the more efficient the GSIS 
is.  
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Improving the estimates of the relative sensitivities of different factors 
by focusing on parameter sets achieving a good performance 
 
Normal 0 
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Sensitivity analyses investigate how changes in the model inputs or parameters influence the 
model outputs. A difficulty when carrying out sensitivity analyses for the model parameters is 
that the results will depend on the considered parameter ranges. It is can be expected, for 
example, that larger parameter ranges allow for more variability in the model results, leading 
to an overestimation of the importance of parameters with larger variation ranges at the 
expense of parameters with smaller variation ranges. While there are some guidelines about 
the errors that can be expected for the discharge or precipitation measurement, there is no 
information about the variability of model parameters that can be considered adequate or 
reasonable. It is thus difficult to assess the relative importance of model parameters, or 
between different factors. 
  
This study presents an improvement of the present situation. It investigates the sensitivity of 
a hydrological rainfall-runoff model with respect to the model parameters, model inputs, 
observed discharge, the evaluation metrics and the considered period. The analysis is carried 
out for the 2000 model runs that had the best performance out of a set of 200.000 Monte 
Carlo runs. As the study set up is based on the observed parameter values, they can be 
regarded as are representative and adequate for the present purpose. Using these parameter 
sets, the influence of individual parameters and also the importance of the parameters in 
comparison to other sources on uncertainty, is assessed. 
  
Another advantage of the approach presented here is that it allows expressing the impact of 
changes in the different factors in terms of a reduction in performance, unlike most other 
sensitivity analyses, that need to express their results as a function of model variability as they 
do not consider the best model parameters.  
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Sensitivity analysis for stochastic simulators using differential entropy  
 
This abstract focuses on the sensitivity analysis for a particular kind of computational models 
called stochastic simulators. Unlike the deterministic ones, stochastic simulators yield a 
random output for each input because such simulators inherently contain random seeds that 
make the output random. The stochastic simulator is modeled as a stochastic process M(x,w) 
where x represents the controllable inputs and w the random seed. This work addresses the 
global sensitivity analysis on such simulators. 
  
Quantifying the sensitivity on stochastic simulators was addressed in [1] by considering the 
mean and the variance functions, then performing a GSA on both functions by the mean of 
the Sobol indices [2]. In this work, the GSA is performed on the differential entropy of the 
random output. Following the runs of the stochastic simulator (M different points and N 
realizations on each point), the differential entropy [3] is evaluated on the M points. The GSA 
is then performed on the differential entropy of the random output, using Sobol indices [2] 
for instance. 
  
This measure, originally called 'uncertainty' by Shannon [3], infers how confined or spread the 
random variable is. In addition to the meaning that the entropy held, it enables to get rid of 
the randomness of the output. Let h be the differential entropy function. The approach 
consists of performing the GSA on the composed model hoM(x,w).  
  
The proposed method is illustrated through a case study where the aim is to study the 
exposure of a population to sources of the electromagnetic field (e.g antennas) in virtual cities. 
In this respect stochastic geometry and advanced computational propagation tools were used 
to assess the human exposure.  
  
The stochastic city generator generates numerous city realizations based on the same city 
parameters (street width, anisotropy of the street network, building height). On each 
realization the exposure of the population to the sources of electromagnetic field is 
statistically assessed. Hence the exposure, for a given city, can be modeled as a random 
variable. The aim is to evaluate the sensibility of the exposure (output) to the city parameters 
(input). One run of the stochastic city generator takes around 3 hours. In this case Sobol 
indices cannot be derived using Monte Carlo simulations [2]. A polynomial chaos metamodel 
is rather used and the Sobol indices are derived analytically from the polynomial expansion 
[4]. 
  
Following the simulations on the stochastic city generator over the M points, the differential 
entropy is evaluated on each point based on the N realizations. A polynomial chaos surrogate 
model of the entropy is built and the Sobol indices are deduced. Results show that the most 
influential input is the building height (Sobol index = 0.63). 
 
References 
 
[1] Marrel, A., B. Iooss, S. Da Veiga, and M. Ribatet (2012). Global sensitivity analysis of 
stochastic computer models with joint metamodels. Stat. Comput. 22, 833–847. 
[2] Sobol’, I. (2001). Global sensitivity indices for nonlinear mathematical models and their 
Monte Carlo estimates. Mathematics and Computers in Simulation 55(1-3), 271–280. 
[3] Shannon, CE. (1948). A mathematical theory of communication. Bell system technical 
journal. 27, 379-423 and 623-656. 



9th International Conference on Sensitivity Analysis of Model Output 
#SAMO_2019 

 
 
 - 115 - 

[4] Sudret, B. (2008). Global sensitivity analysis using polynomial chaos expansions. Reliab. 
Eng. Sys. Safety 93, 964–979.  
 
Soumaya Azzi 
soumaya.azzi@telecom-paristech.fr 
LTCI, Télécom ParisTech, Chair C2M 
 
Bruno Sudret 
sudret@ibk.baug.ethz.ch 
Chair of Risk, Safety and Uncertainty Quantification 
ETH Zürich 
 
Joe Wiart 
joe.wiart@telecom-paristech.fr 
LTCI, Télécom ParisTech, Chair C2M 
  



9th International Conference on Sensitivity Analysis of Model Output 
#SAMO_2019 

 
 
 - 116 - 

 

Variance based global sensitivity analysis of a pharmacokinetic 
mechanistic model for inhaled compounds in rats  
 
Physiologically based pharmacokinetic models are mechanistic mathematical models used to 
describe the processes of absorption, distribution, metabolism and excretion (ADME) of a 
drug in the body. In recent years, the number of publications and submitted new drug 
applications containing PBPK analyses grew significantly [1,2]. Given their structure, these 
models are characterized by the presence of uncertainty and variability in the input 
parameters, and thus, in the model output predictions [3]. For these reasons, there is a strong 
interest from researchers and regulatory agencies, such as EMA and FDA, in the use of 
sensitivity analysis to evaluate PBPK models in pharmaceutical research and drug 
development [4,5]. 
  
In this context, we performed a variance based global sensitivity analysis (GSA) on an in-house 
developed physiologically based model, describing the ADME of inhaled compounds in rats 
[6]. The model is composed by a part describing the drug pulmonary absorption and another 
part describing the drug distribution, metabolism and elimination in the body. In this work, 
we performed two types of GSA, that differ in the considered parameters variability and thus, 
in the aims: inter-compounds and intra-compound. The aim of inter-compounds GSA is to 
understand what are the parameters that mostly influence the variability of the model 
predictions between different drugs [7]. Instead, the aim of the intra-compound GSA is to 
understand how much the uncertainty associated with the parameters of a given drug impacts 
the model output uncertainty. 
  
The inter-compounds GSA was performed on the pulmonary absorption model decoupled 
from the distribution PBPK. In this analysis, the variable parameters are related with the drug 
dissolution and distribution into the lungs, the drug permeability across the lung tissue, the 
binding into the cells and systems characteristics, such as lung volume. All the drug related 
parameters were considered uniformly distributed into a range of values that includes all the 
internal compound of interest. The considered model outputs were the fraction of the drug 
that gets absorbed (fa) and the lung-tissue area under the curve (AUC). In this case, we 
performed one GSA for highly soluble and another one for poorly soluble compounds. The 
criterion used to divide the compounds into these two classes resembles the well-known one 
for orally administered compounds [8]. A dose number for inhaled compounds was defined 
(D0,inh) and it was used to derive the solubility. 
  
We performed the intra-compound GSA on the whole body PBPK model, for three internal 
compounds of interest (namely A, B and C) that have different molecular characteristics. Here, 
the parameters that were considered variable are all those of the inter-compounds GSA, plus 
all the parameters used to describe the processes of distribution, retention in the tissues, 
hepatic clearance and glomerular filtration. The parameter ranges of variation were defined 
equal to +-30% of the mean values, except for the active and passive permeabilities across 
lung tissues and for the blood to plasma ratio (B:P), that were considered equal to +-70% and 
+-10%, respectively. The considered outputs of interest were the lung tissue and plasma drug 
concentration AUC. 
  
Concerning the inter-compounds GSA, for highly soluble compounds, the parameter that 
mostly explain the fa variability is D0,inh, with a total effect (ST) close to 0.9, while for poorly 
soluble compounds are the mass median aerodynamic diameter (MMAD) and D0,inh (ST ≍ 
0.33 and 0.40). For lung AUC, the most important parameters for highly soluble compounds 
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are the lung tissue binding (LTB) and both passive and active permeabilities, that are 
parameters that determine the drug retention in the lungs (ST ≍ 0.6, 0.6 and 0.2). For poorly 
soluble compounds, in addition to the parameters that control the drug retention in the lungs, 
D0,inh and MMAD (ST ≍ 0.45 and 0.2) are also important. In the intra-compound GSA, for all 
the considered compounds, the lung AUC variance is mainly explained by the passive 
permeability variation (ST > 0.5). The most important parameter of plasma AUC for compound 
A, is the extraction ratio (ST ≍ 0.5), for B are the B:P, the dose and the rat weight (all ST ≍ 
0.25) and for C are the dose, the rat weight and B:P (ST ≍ 0.3, 0.2 and 0.25). 
  
In conclusion, in this work we performed two types of GSA that differ in the aim and in the 
considered parameters variability. The inter-compounds GSA helps in understanding the 
model general behaviour in the whole space of the parameters and thus, helps to control if 
the model behaves as expected. Intra-compound GSA, instead, helps in understanding what 
parameters should be more precisely known (e.g., from in-vitro experiments) to reduce the 
model output uncertainty. 
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Global sensitivity based estimability analysis in the parameter 
optimization of thermodynamic model  
 
In process engineering, different models are developed for prediction, design, optimization or 
control of a single unit operation or a set of connected unit operations (i.e. plant). These 
models usually involve several unknown parameters that are very often deduced from 
experimental measurements by means of a parameter identification process. The latter 
usually assumes that the available experimental measurements contain the necessary 
information to accurately identify all the unknown parameters. However, it is well admitted 
that it is not always the case and the underlying question is to know which parameters are 
estimable. The objective is therefore to determine the most estimable parameters from the 
available measurements and possibly to design appropriate experiments to determine the less 
estimable ones. 
  
In the present paper, the objective is to develop an estimability analysis approach based on 
global sensitivities and independent of the initial values of the parameters. The case study 
deals with thermodynamic models used in the predictions of physical properties and liquid-
vapor equilibria of concentrated sulfuric acid solutions. More specifically, among the studied 
models in literature, the Pitzer electrolytic model [1] is chosen. 
  
The local sensitivity approach is first presented, used and discussed. We will then show how 
its limitations have prompted us to move towards the global approach based on the method 
developed by Sobol [2] and used to compute the total sensitivity indices. However, one the 
limitations of this method is that it leads to negative values for first order sensitivity indices 
especially when their values are very small. For this reason, random balance design [3] method 
is used to overcome this problem. Global sensitivity indices are then used within an 
estimability analysis method to rank the parameters from the most estimable to the least 
estimable. 
  
The most estimable parameters are then identified from the available experimental 
measurements of water activity and ionic concentrations in the concentrated sulfuric acid 
solutions. The values of the least estimable parameters are taken from literature or previuous 
studies. The optimized values of the estimable parameters are then used to compare the 
model predictions and the experimental measurements. The results show that the 
estimability approach based on global sensitivities leads to better predictions of experimental 
measurements using Pitzer model.  
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Biological diagnosis using global Sensitivity analysis for plant models 
with correlated parameters  
 
The main aim of plant modeling is to understand the gene-environment interaction so that to 
aid plant breeding research. To disentangle the genotypic and environmental effects, in plant 
models each genotype is characterized by a specific vector of model parameters and ideally, 
these parameters are stable for a certain range of environments. Each parameter can be seen 
as resulting from the influences of several genes, while the same gene can influence several 
parameters (pleiotropy). As a consequence, in a family of genotypes (for a same species), 
there may be strong correlations between parameters. 
  
Moreover, in order to be able to use plant models to characterize and differentiate genotypes, 
the parametric estimation methods should be precise enough so that the estimation 
uncertainty remains small and so that statistically significant differences can be detected 
between the parameters of different genotypes. For this purpose, sensitivity analysis was 
shown to be a very helpful method in the estimation process, specifically for screening non 
influential parameters that can be fixed to some nominal values (this is common to all 
genotypes, the model parameter is thus considered as non-genotypic parameter). 
  
The objective of this paper is to introduce a methodology of global sensitivity analysis (GSA) 
for plant models with correlated inputs and try to reveal some insights of GSA for biological 
diagnosis. A genotypic sunflower model called SUNFLO [1][2]is presented for this purpose. 
The model parameters for a family of 20 genotypes have been estimated or measures with 
very heavy experimental work and this set of parameter vectors is used to compute the 
statistical distribution in the parameters space. 
  
In order to distinguish the epistasis and pleiotropy effect, the ideal method should be able to 
quantitatively compute 3 sensitivity indices for one parameter: 1.The total correlated 
sensitivity index. It can explain the pleiotropy effect. 2. The main sensitivity index including 
the correlated and uncorrelated part. It can explain the epistasis effect. 3. The total 
uncorrelated sensitivity index. It indicates gene-environment interaction. 
  
These 3 indices are not complementary or we cannot say they are a kind of decomposition of 
the total effect of one parameter, but they somehow overlap to each other. It is reasonable 
considering the biological explanation we are aiming to reach by sensitivity analysis. 
  
Sobol’s indices with dependent inputs are suitable in our case. We referred [3][4] for the 
computation of these indices. However, in our case the computation cost of the model 
evaluation is time consuming, and the algorithm for computing the indices involving large 
amount of model evaluations. We then turn to a new Morris factor screening algorithm with 
correlated inputs as the first step of analysis. The algorithm was performed as 3 steps: 1. Using 
orthogonal transformation to transform the factor into independent distribution. 2. 
Performing elementary effect computing within the optimized trajectory 3.Transform the 
elementary effect matrix in step2 by the de-orthogonal transformation, then compute the 
mean value and standard derivation of the elementary effect. The mean value and standard 
derivation is the final Morris result. We performed analytical test for our new Morris method 
and compared it with the one in [5]. Our method produces 2 indices for one parameter which 
remains the basic frame of original Morris method and is convenient for factor screening by 
two dimensional mapping. While in [5], the number of indices is 4, which means we need to 
process the four dimensional mapping to decide the screening. The computing cost of our 
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Morris method is N(k+1), while in [5], it is N(3k+1) due to the sampling strategy. As such, our 
method is more efficient and effective. 
  
The SUNFLO model output is the biomass production for the crop sunflower by inputting 
environmental information, mainly temperature and precipitation. It simulated the plant’s 
phenology, the leave’s development, the accumulation and distribution of biomass, and the 
production of seeds. For the aim of simplification, we don’t take into account the water 
budget and nitrogen constraints in our model. And the temperature was optimized for the 
calculation of RUE(Radiation Use Efficiency). 
  
We took out 12 genotypic parameters from SUNFLO model. Parameter distribution 
characteristic and correlation matrix was obtained from the 20 values of each parameter from 
20 genotypes. In the first step, we detect 7 parameters to be screened. Then in the second 
step, we get 3 biological meaningful indices for the 5 parameter remained. Two genetic 
parameters keep high indices in both Morris and Sobol’s analysis:M3, thermal date at seed 
physiological maturity and HIseed, harvest index of the seed. By comparing the 3 indices, we 
found that the sensitivity contribution of M3 is mainly caused by the main effect and its 
correlation with the other parameters, which means M3 has strong pleiotropy effect but 
rarely gene-environment interaction. Biologically, we can find the QTL(quantitative trait locus) 
of M3, and consider it as the none gene-environment sensitive trait. It is a heuristics step 
forward of connecting the gene data to plant models at the organ level. And it could enlighten 
the application of plant models for virtual breeding. 
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A software design for flexible model composition with global sensitivity 
analysis  
 
The implementation of simulation models composed of many interacting sub-models poses a 
challenge for the modeller during both model formulation and software construction. I 
present a solution to this problem in the form of Universal Simulator, an open-source software 
and programming framework ). In this design, model building blocks are defined as C++ classes 
all derived from a common base class supplied by the framework. A specific model is 
composed from these classes as a hierarchy of objects connected by inputs and outputs. A 
simple domain-specific language ‘BoxScript’ is used to compose models, including parameter 
values and the specifics of sensitivity analysis, such as parameter distributions and sets of 
alternative sub-models. Post-processing of simulation outputs, including graphics and 
sensitivity analysis, is integrated with R. I will present the design principles behind and the use 
of Universal Simulator applied to a simple food web model and a complex model of the 
indoors climate in a commercial greenhouse. 
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Parallel Session 12 Sensitivity analysis in spatio-temporal 
modelling II  

Shapley effects for sensitivity analysis with correlated inputs 
  
The global sensitivity analysis methods [3] allow to determine which input variables of a 
numerical model contribute the most to the variability of the model outputs, or on the 
contrary which are not important and possibly which variables interact with each other. The 
standard quantitative methods compute the variance-based sensitivity measures also called 
Sobol’ indices. In the case of independent scalar inputs T ∈ Rd), the interpretation of the Sobol’ 
indices is simple because the variance decomposition of the model output Y = f(X) is unique 
[10]. As the sum of all Sobol’ indices is equal to one, the indices are interpreted as proportions 
of explained variance. However, in many applications, it is common that the input variables 
have a statistical dependence structure imposed by a probabilistic dependence function [5] 
(e.g., a copula function) or by physical constraints upon the input or the output space [4]. As 
discussed for example in [8, 2], estimating and interpreting Sobol’ indices with correlated 
inputs is not trivial . 
  
The Shapley value, introduced in [9], is a solution concept in cooperative game theory and a 
powerful tool in economical modeling. It consists in fairly distributing both gains and costs to 
several actors working in coalition. The Shapley value applies primarily in situations when the 
contributions of each actor are unequal. The Shapley value ensures each actor gains as much 
or more as they would have from acting independently. In [6], Art Owen has proposed to use 
that concept to measure variable importance in sensitivity analysis of model outputs. Then, 
the so-called Shapley effects can be interpreted as an importance measure of model input if 
the actors are identified with a set of random model inputs and the value assigned to each 
coalition is identified to the explanatory power of the subset of model inputs composing the 
coalition. In the framework of dependent input variables, the Shapley effects allow namely to 
bypass the intricate issue of variance decomposition [11, 7, 2]. 
  
The two main properties and advantages of the Shapley values in the frame- work of variable 
importance measures are that they cannot be negative and they sum-up to the total output 
variance. The equitable principle driving the allocation rule states that an interaction effect is 
equally apportioned to each input involved in the interaction. 
  
From the conceptual point of view, the major issue then remains to under- stand the effect of 
the dependence between inputs on the variance-based Shapley values. The aim of the work 
presented in this talk is to propose a thorough in- vestigation of several particular cases, 
simple enough so that we can provide some guidance to their interpretation. For the sake of 
practical applications, [11] has proposed two estimation algorithms of the Shapley values. In 
this com- munication, we will numerically study the convergence of these algorithms for 
estimating Shapley effects. As for the Sobol’ indices, one important issue in practice is the 
numerical cost in terms of number of model evaluations required to estimate the Shapley 
effects. To ease the computational burden, a classical solution is to use a metamodel which is 
a mathematical approximation of the numerical model from an initial and limited set of runs. 
Therefore in this com- munication, we will also synthesize and pursue the efforts of [2, 1] 
about the metamodel-based algorithms for estimating the Shapley values. 
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Shapley values for sensitivity analysis: some recent advances  
 
In this work we present recent results on the use of Shapley values as a tool for sensitivity 
analysis of computer experiments and machine learning methods.We investigate the Shapley 
values generated from moment-independent and value-of.information based sensitivity 
measures. Then, we introduce and study the Shapley-Owen effects for investigating 
interactions and their nature, providing theoretical connections to the superset importance 
indices and to the moments of the dimension distribution. 
 
In the last part of the work, we propose a theoretical framework for the use of Shapley values 
in neural networks models.  
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Cascade Sensitivity Measures 
 
Sensitivity measures quantify the extent to which the distribution of a model output is 
affected by changes in individual (random) input factors. Sensitivity measures are thus often 
constructed via partial derivatives either of outputs with respect to inputs (“local” sensitivity 
measures) or of an output summary in the direction of random inputs. One drawback of such 
sensitivity measures is that they do not fully account for interactions among or statistical 
dependence between input factors and extensions have so far focused on higher order 
derivatives [1]. However, dependence structures between input factors might substantially 
impact the sensitivity to an input factor and we argue that for statistically dependent input 
factors, a stress on one input should also precipitate stresses in other input factors. We 
propose a novel sensitivity measure, termed cascade sensitivity, which explicitly accounts for 
the direct and indirect dependence between input factors. The proposed cascade sensitivity 
is defined as the partial derivative of a distortion risk measure applied to the output, in the 
direction of a stressed random input factor; hence it is closely related to the approaches of 
[2,3]. Distortion risk measures are quantile based measures of risk subsuming expected utility 
and the two most common risk measures in financial risk management, the Value-at-Risk and 
the Tail-Value-at-Risk. Even though the cascade sensitivity is defined through a directional 
derivative, the derivative is taken after a transformation of the random vector of inputs, that 
enables a stress on one input factor to propagate through the entire input vector, changing 
all its components according to the input vector's dependence structure. Specifically, our 
cascade sensitivity framework is underpinned by a variation of the inverse Rosenblatt 
transform, which is applied to the random input vector.This transformation of the input vector 
allows the cascade sensitivity to fully capture the impact of dependence between input factors. 
Thus, stressing an input impacts on the output risk measure both directly and indirectly, via 
the generated cascade of stresses on other (dependent) inputs. In particular, the cascade 
sensitivity of an input factor decomposes into components, each reflecting the direct or 
indirect contribution of another input factor to the sensitivity of the output. Thus, the 
decomposition of the cascade sensitivity provides a quantification of the contribution of each 
individual input factors' indirect effects – stemming from the dependence with the one being 
stressed – to the cascade sensitivity. 
  
A sensitivity measure that fully reflects the dependence of the random vector of inputs is 
useful in applications where the dependence structure of the inputs is of particular interest, 
such as but not limited to risk management. In these applications, inputs are often high 
dimensional and their aggregation highly non-linear. Moreover, the calculation of the 
distribution of the output proceeds by Monte Carlo simulation, which requires costly 
evaluation of the model's aggregation function at different simulated scenarios. We provide 
explicit analytical representations of the cascade sensitivity, which do not require calculation 
of the gradient of the aggregation function and allow for a straightforward implementation 
on a single Monte Carlo sample, thus avoiding multiple evaluations of the model’s aggregation 
function. These alternative representations of the cascade sensitivity are derived for two 
types of stress on an input factor: a) a perturbation of the distribution of an input factor, such 
that the stressed input factor follows a mixture distribution, and b) an additive random shock 
applied to the (tail of the) input factor itself. Thus, our proposed cascade sensitivity framework 
is practically useful, as we illustrate through an application to a commercially used London 
Insurance Market portfolio model. 
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Parallel Session 13: New methods in sensitivity analysis III 

Accounting for Correlation Effects in Global Sensitivity Analysis through 

Variogram Analysis of Response Surfaces 

 
Global Sensitivity Analysis is useful in characterizing the behavior of advanced environmental 
models, which involve a considerable number of parameters representing different 
components of natural systems. These parameters are often correlated and their joint 
distribution may follow a variety of forms. Most GSA applications, however, assume that the 
parameters are independent, for mathematical and technical convenience. Methods to 
handle correlated parameter in GSA are limited, in general. 
  
This presentation extends a recently developed “variogram-based” theory for GSA, called 
Variogram Analysis of Response Surfaces (VARS), to properly account for correlation effects 
in the model input/parameter space. This extension results in a new implementation, which 
generalizes the star-based sampling (STAR) technique to allow sampling from multivariate 
distributions. The new implementation called gSTAR-VARS involves four steps: (1) applying 
inverse Nataf transformation to sample “star centers” based on the multivariate probability 
distribution function, (2) sampling “star points” from conditional distributions based on the 
star centers, (3) extracting pairs and clustering them into different “perturbation scales”, and 
(4) approximating directional variograms and covariogram for the generation of VARS indices 
for global sensitivity; gSTAR-VARS simultaneously generates a range of sensitivity indices, 
including total-variogram effects, total-order effects, and elementary effects. 
  
The gSTAR-VARS is first validated by comparing its sensitivity results to those of other existing 
methods developed to deal with correlated parameters across multiple test functions. These 
comparisons show very good agreement between gSTAR-VARS and other methods. Second, 
gSTAR-VARS is applied to a real case study that involves an integrated water management 
model for the Saskatchewan River Basin in Canada. The model includes a large number of 
inputs, some of which are highly correlated. The results show the effectiveness and efficiency 
of gSTAR-VARS in properly accounting for correlation effects in GSA.  
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The mathematical model of a physical system generally provides one or more output 
response(s), the result(s) of a mathematical function, depending on the values of input 
variables, sometimes many input variables. This multivariate representation may suffer from 
the curse of dimensionality as the number of sample points needed to build the mathematical 
model function with a sufficient accuracy increases exponentially with the dimensionality. 
Although most physical systems model outputs generally do not show particular difficulties 
from the mathematical point of view, efficient high dimensional model representations 
methods are indispensable when we want to reduce the computational effort needed in 
representing the input‑ output relationships of a physical system. 
Various forms of HDMR can be constructed for different objectives. Among them, two types 
of HDMR are considered and used in the present paper. 
  
First, the ANOVA-HDMR - the same as the analysis of variance (ANOVA) decomposition used 
in statistics - is a representation of a mathematical function where the multivariate terms 
(component functions) - often made of orthonormal polynomials - are summed to 
approximate the original function [y = S f(xi) + S f(xi,j) + …]. Moreover, this addition allows 
looking at the model output variance as a sum of the variances of the single or interacting 
inputs [s2 = Ssi2 + Ssi,j2 + …]. The decomposition thus helps depicting, and understanding the 
relationships between the inputs and the output of the original mathematical function. 
  
Second, the cut-HDMR is a slight variation of the HDMR and is being known[1] for more than 
twenty years. In particular, a study[2] made in 2012 showed that cut-HDMR is computationally 
more efficient than the ANOVA decomposition. The cut-HDMR terms (component functions) 
are defined along cut lines, planes, hyperplanes, etc. across a reference point x in the input 
space. 
 The cut-HDMR approach can either approximate the original function by an addition 
(cut‑ HDMR‑ additive), or a multiplication (cut‑ HDMR‑ multiplicative) of terms (component 
functions). In particular, the cut‑ HDMR‑ multiplicative technique is attractive as its 
separable nature makes it able to approximate the original multi‑ dimensional integration as 
a product of a series of one-dimensional integrals. 
  
Three reference functions were proposed for the HDMR based analysis. One additive function: 
namely a mere sum of weighted variables; one multiplicative function: a weighted product of 
variables showing thus possible interaction(s); and eventually one third function, a mix of the 
first two functions with weighted terms that make the function featuring any desired 
proportion of additive and interactive characteristics. 
  
The three reference functions differently combine the xi variables whose values are in the 
range [0.0, 1.0] and are generated by a quasi-random generator. A quasi-random generator, 
provides regularly spaced sample points, avoids clusters of points, gaps, and guarantees the 
sampling of the whole input space. 
 
The three reference functions were decomposed by the HDMR, the cut-HDMR-additive and 
the cut‑ HDMR-multiplicative representation techniques. The respective HDMR derived 
terms (component functions) were used to approximate the original mathematical function, 
or model function, to calculate the variances, and the sensitivity indices against sample size. 
The obtained values of the approximated functions, the convergences of the variances and 
the sensitivity indices values are compared and evaluated against theoretical values and 
sample size. 
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Comparison of the results obtained with the three different HDMR techniques confirmed that 
cut‑ HDMR is able to approximate a mathematical model function (additivity, 
interactions, …). 
 
Moreover, from a comparison of the behaviour of an unknown mathematical model output 
with the three reference functions outputs characteristics, some valuable information may 
come out helping to draw at a glance conclusions about the additive vs interaction properties 
of the unknown model and this just after a sole analysis of its output values, with little or no 
extra computational cost. 
 
Keywords: 
 
Model, modelling, model run time, global sensitivity analysis, variance, sensitivity indices, high 
dimensional model representations, HDMR, cut-HDMR, Monte‑ Carlo simulations, additive 
models, interactions 
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An efficient approach for estimating quantile-based global sensitivity 
measures  
 
Global sensitivity analysis is a very useful tool to evaluate the influence of input variables in 
the whole distribution range. However, conventional global sensitivity measures can’t focus 
on some certain regions of output value. Kucherenko et al. proposed two global sensitivity 
measures based on quantiles of the output [1] and used two diff erent Monte Carlo estimators 
to estimate the measures. The measures can be seen as expectations over the range of x_i of 
L1 norm and square of L2 norm on a set of alpha-th quantile of the output CDF and alpha-th 
quantile of conditional output CDF on the input x_i being fixed at X_i, correspondingly.  
However, when the quantile level alpha is very small or high, i.e., alpha 0.95, the required 
sample will be quite large by using aforementioned methods. Thus, we propose a new 
approach to estimate quantile based global sensitivity measures efficiently by utilizing 
importance sampling based subset simulation(Subsim-IS) and surrogate models. 
   
Importance sampling based subset simulation are presented by Song [2], whose aim is to deal 
with small failure probability problems. Introducing a set of intermediate failure events, 
Subsim separates the original probability space into a sequence of subsets, and then the small 
failure probability can be expressed as a product of larger conditional failure probabilities. 
Since the quantile level alpha is also probability, similar strategy can be adopted as well. 
   
Assume alpha= which follows descending sequence and Y=g(x), and we can define a set of 
regions Q_i={x: g(x)<=q_Y(alpha_k)} (k=1,2, …, m). According to the multiplication theorem 
and the definition of conditional probability in the probability theory, the following equation 
holds: alpha_m=alpha_1*{alpha_2/alpha_1}*…*{alpha_m/alpha_(m-1)} 
=P(Q_1)*{P(Q_2|Q_1)}*…*{P(Q_m|Q_(m-1))}. Define conditional probabilities p_1=alpha_1 
and p_k=alpha_k/ alpha_{k-1}, and alpha_k can be expressed by alpha_k=p_1*p_2*…*p_k. 
The detailed procedures of Subsim-IS for estimating quantiles are as follows:  
* Generate N_1 samples according to the joint PDF of inputs. 
* Compute the corresponding response values, and reorder these values in ascending order. 
Calculate the alpha_1-th quantile and define the first subset Q_1={x: g(x)<=q_Y(alpha_1)}. 
* From these {p_k-1}*{N_k} (k=2,3, …, m) conditional samples which lie in the Q_{k-1}, choose 
the point with maximum joint PDF values as the sampling center of IS density function. 
* Generate N_k (k=2,3, …, m)samples by IS density function and find M_k points that lie in 
Q_{k-1}. Then find the p_k-th conditional quantile, which is also global alpha_k-th quantile. 
* Repeat step 3 and step 4 until all required quantiles have been solved. 
The procedures of estimating conditional quantiles are similar, but we need use the strategy 
of double loop reordering (DLR) approach in [1] to generate the conditional distribution 
samples. Finally, the quantile-based sensitivity measures can be estimated after solving all 
quantiles. 
   
It is noted that the proposed procedures are used in the small quantile level case, and little 
modifications are needed when dealing with large quantile level problems. Also, when model 
input-output relationship is rather complex or implicit, surrogate model such as adaptive 
kriging can be used to replace the real model, which contribute to reducing computational 
workload further. 
  
Keywords: Global sensitivity analysis, Quantile based global sensitivity measure, Importance 
sampling based subset simulation, Surrogate model 
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Parallel Session 14: New methods in sensitivity analysis and 
correlated inputs I 

New indices for Multivariate Sensitivity Analysis using fuzzy clustering 
 
Many simulation models produce temporal or spatial data. Sensitivity analyses of such models 
require the use of the so-called Multivariate Sensitivity Analysis (MSA) methods that are often 
based on a dimension reduction principle. Model outputs are typically projected onto 
predefined or data-driven orthogonal bases such as polynomial or eigen vectors [1,2]. Classical 
scalar sensitivity analysis methods applied on the coefficients of the different components 
may give some rich information on the impact of model input factors on the variation of the 
shape of dynamic or spatial model outputs. Generalized Sensitivity Indices (GSIs) ([2,3]) can 
also be used to rank the overall contribution of input factors on the variability of these model 
outputs. The use of projection-based methods is however so far limited by the selection of 
the associated bases which is constrained by orthogonality requirements. Indeed, these bases 
does not always allow to extract relevant and interpretable information on structural 
properties of multivariate outputs. More applicable MSA methods are thus expected to be 
developed [4]. 
  
Clustering techniques have been designed to identify groups of similar objects in multivariate 
data sets. They may thus be particularly adapted to capture the variability of behaviors of 
model multivariate outputs. While binary clustering has been extensively used in scalar SA to 
assess the importance of factors leading to region of interest [5], there is still a need of 
quantitative sensitivity analysis methods taking benefit of multivariate outputs clustering with 
any number of clusters.  
  
In this work, we propose to make use of a fuzzy clustering procedure to enhance results of 
MSA on model with multivariate outputs. The main idea relies on the extensive use of the 
output of a fuzzy clustering method: the so-called membership functions (MF, valued in [0,1]), 
which quantify for any model response the degree of membership to each cluster. 
Membership function exactly correspond to posterior probability of membership produced 
by mixture-based clustering methods.  
  
Our approach is based on the analogy between MF and classical MSA projections. Indeed, MF 
provide a kind of decomposition, as they sum up to one. However, they are different to basis 
decomposition as they do not provide an additive decomposition among orthogonal 
components. Nevertheless, this analogy allows to extend MSA indices to clustered outputs. 
More precisely, we introduce: 
* MF-Sensitivity Indices (MF-SI) : SI on a MF of a given cluster. They allow to answer the 
question ‘which parameters influence the membership to a given cluster?’ 
* dMF-Sensitivity Indices (dMF-SI) : SI on pair-wise MF differences. They allow to answer the 
question ‘which parameters drive the output from one cluster to another? 
* MF-Generalized sensitivity indices (MF-GSI) : GSI computed on a MF vector to answer the 
question ‘‘What is the overall contribution of the parameters wrt change of behavior / 
clusters.’ 
  
We present the computation of these indices on a dedicated toy model producing temporal 
signals with one or two maxima in response to five parameters and show that the model 
behavior can be efficiently reported by the newly proposed indices. 
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Sensitivity indices and their upper bounds for the models with 
correlated input factors  
 
Variance-based sensitivity analysis (Vb-SA) [1-3] and Multivariate Sensitivity Analysis (MSA) 
[4-5] provide the first-order and total sensitivity indices for single and multivariate response 
models, respectively. In the presence of dependent or correlated input factors, some 
mathematical methodologies have been developed to deal with that issues for single response 
models [6-7]. However, the proposed methodologies distinguish two total indices for a given 
input factor, with a possible inconsistency when ranking input factors. In this abstract, we 
propose a new methodology for Vb-SA for models with correlated input factors. Our 
methodology allows for defining only one first-order sensitivity index and one total sensitivity 
index for each input, with the former less than the latter. We also provide the upper bound of 
the total index, which should be used for a screening purpose.  
  
Main results 
Our methodology relies on the ability to model dependent input factors (X) using equations. 
For d correlated input factors (X), we show that there exists a function r, a vector of d-1 
independent and normally distributed variables Z such that     
* Xj and Z are independent;  
* X~j = r(Xj, Z), 
where X~j stands for all inputs except Xj. 
Point ii) expresses X as a function of independent variables, and it can be used to obtain the 
derivatives of each component of X~j with respect to Xj. These derivatives are interesting for 
defining the derivative global sensitivity measure (DGSM) [8-9] for correlated input factors 
and for proposing an upper bound of the total index latter.      
Namely, let M stands for a response model. Our model with correlated input factors can be 
written as           
  
Y = M(X)   subject to   X~j = r(Xj, Z), 
or equivalently  
Y = M(Xj, r(Xj, Z)).  
  
The model Y = M(Xj, r(Xj, Z)) includes only independent input factors. Therefore, we use the 
classical Vb-SA to define the first-order and total sensitivity indices (SIs) of Xj and the upper 
bound of the total index [9-10]. As a matter of fact, we have this well-known relationship 
 Sj ≤ ST.j ≤ UBj , where Sj is the first-order index, ST.j is the total index and UBj is the upper 
bound of the total index. For optimizing the number of models runs for estimating all indices, 
we derive new expressions of the Sis and the upper bound using only the original dependent 
input factors. The new expressions are obtained by combining the classical definition of SIs 
with some change of variables. 
 
Conclusion 
We propose a new Vb-SA for models with correlated input factors. Our methodology yields to 
the definitions of only one first-order index, one total index, and one upper bound for each 
input factor. The proposed indices are coherent with the Sis for independent input factors, 
and they should be used for ranking input factors without any troublesome.  In the next 
future, it is interesting to i) compare our new indices with those proposed in [6-7], ii) propose 
efficient estimators of our indices, iii) extend this mathematical methodology to cope with the 
multivariate response models and functional outputs with dependent input factors. 
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Regional sensitivity analysis for multivariate outputs based on 
generalized variance  
 
In engineering structural systems, there exist various kinds of uncertainties relating to 
material performance, external loads, structural dimension parameters and so on. Global 
sensitivity analysis techniques measure how the whole uncertainties of model input variables 
can affect the uncertainties of model output, and provide valuable information for structural 
design, thus playing a significant role in robust optimization and model simplification. 
Currently, global sensitivity analysis is mainly focused on three aspects: variance-based 
method proposed by Saltelli et al. (2008) and Sobol (2001), Morris’s screening method (Morris 
1991) which is suitable for high-dimensional models, and Borgonovo’s moment-independent 
method (Borgonovo 2007). A large amount of research has been done on the above-
mentioned GSA methods including theory modification and efficient computational methods. 
However, although GSA can quantify the average effect of model inputs on output 
performance considering the whole distribution range of input variables, it fails to capture the 
regional uncertainty information of input variables, which may also be important for 
engineering decision-makers. 
  
Regional sensitivity technique is then developed for solving this problem. It quantifies the 
effect of the subranges of model inputs on model output performance and provides detailed 
information about the links between internal uncertainties of input variables and model 
output, thus can be regarded as a complementary for GSA technique. Recently, many 
researchers have done work on theories about regional sensitivity analysis. Sinclair (1993) and 
Bolado-Lavin et al. (2009) defined contributions to sample mean (CSM) plot for measuring the 
ratio of output expectation when a single input variable lies on any of its subranges with 
respect to the original output expectations when all variables varies in their whole 
distributions. Similarly, Tarantola et al. (2012) developed contributions to sample variance 
(CSV) plot for measuring the ratio of output variance when an input variable lies on its 
subranges. Since Tarantola’s work fails to show how the output variance change when the 
uncertainties of input variables reduces to its subranges, Wei et al. (2014; 2015) modified 
Tarantola’s work and proposed to use output expectation after uncertainty reduction of input 
variables instead of constant one in the formula of regional variance, and defined the revised 
mean and variance ratio functions. Pannier et al. (2015) not only considered the detailed 
information of input variables but also the details of model output, and divided the result 
space into a finite number of subdomains and provided the detailed description of input-
output interrelation in subdomains by Sobol’s partial derivative sensitivity measure (Sobol 
2009). 
  
On the other hand, it should be noted that the traditional global and regional sensitivity theory 
all concern a unitary output. But when the output performance is a function of time, location 
or other parameters, and in other cases when several different outputs should be taken into 
consideration at the same time, multivariate methods are in great necessity for those kinds of 
engineering contexts. There already exist some approaches for global sensitivity analysis with 
multivariate outputs. Campbell et al. (2006) and Lamboni et al. (2011) decomposed each 
output variable with classical orthogonal basis function, and defined global sensitivity indices 
based on output decomposition method. Gamboa et al. (2013) assumed the covariance matrix 
of outputs can represent the uncertainties of multivariate outputs, and developed generalized 
Sobol indices based on covariance decomposition. Garcia-Cabrejo and Valocchi (2014) 
illustrated the equivalence of the above two decomposed methods, and proposed to use 
polynomial chaos expansion as an efficient computational method. But those methods share 
the same disadvantage for not involving the correlations of multivariate outputs. 
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This paper aims at considering this kind of correlation among model outputs and combining it 
with regional sensitivity techniques. It will provide more detailed information for applicants 
about how to reduce the total uncertainties of multivariate outputs efficiently. The 
generalized variance is firstly introduced to represent a scalar form of uncertainties for vector 
output which has clear geometry interpretation representing the correlation information of 
the uncertainty of model outputs. Then regional sensitivity index, i.e., the generalized variance 
ratio function, is defined based on generalized variance. As for computational issues, two 
methods including single loop Monte Carlo simulation and sparse grid method are developed 
for efficient estimation of the proposed regional index with multi-outputs. At last, two typical 
examples are used for explaining how to reduce the uncertainty of outputs with the help of 
the computational results and illustrating the effectiveness of the proposed method in 
engineering decision-making.  
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Parallel Session 15: New methods in sensitivity analysis and 
correlated inputs II 

How sensible is the PAWN index to its tuning parameters?  
 
Pianosi and Wagener [1 , 2 ] have recently proposed the density-based index PAWN as a new 
measure to compute sensitivity indices of skewed model outputs. PAWN relies on Cumulative 
Distribution Functions to characterize the maximum distance between the unconditional 
output distribution YU , i.e. obtained by moving all parameters simultaneously, and the 
conditional output distribution YCij , i.e. obtained by fixing the i -th parameter to j = 1,2,..., n 
values or intervals within its uncertainty range. The diference between YU and YCij is then 
assessed via the Kolmogorov-Smirnov test. The final PAWN index for a given parameter (Ti ) 
is obtained by calculating the mean, the median, the maximum or any other summary statistic 
over all the KS values computed between YU and YCij . 
  
The accuracy of PAWN is therefore conditioned by three tuning parameters that need to be 
fixed by the practitioner, plus a random factor: the initial sample size for YU (N), the number 
of conditioning intervals (n), the selection of a summary statistic (theta) and the stochasticity 
in the sampling of YU (epsilon). This means that, with PAWN, the uncertainties that 
characterize any given model design extend to the structure of the sensitivity analysis itself. 
Knowing how the PAWN index is conditioned by the choices taken by the practitioner during 
the setting of the sensitivity analysis is therefore essential for a proper assessment of its 
reliability. 
  
Here we will present the results of a study aimed at assessing how sensible is the PAWN index 
to N, n, epsilon and theta. Our results indicate the following: 
* The uncertainty in PAWN indices is largely conveyed by the inclusion or exclusion of max as 
a possible summary statistic (i.e. max in theta, max not in theta). 
* In the max in theta setting, the PAWN indices of very influential model inputs are largely 
conditioned by the first-order effect of theta. Those of slightly influential model inputs are 
more determined by the interactions between (N, n, theta). Interactions can be as important 
as to explain 15-50% of the PAWN indices uncertainty. 
* In the max not in theta setting, the PAWN indices of both influential and slightly-influential 
model inputs are largely conditioned by the simultaneous first-order effect of N , n and 
theta. Interactions can be as important as to explain 15-30% of the PAWN indices uncertainty. 
  
These results indicate that the computations leading to PAWN indices are significantly non-
additive, especially in the case of moderate to slightly-influential model inputs. In the talk we 
will discuss the implications of this characteristic for a factor-fixing and factor-prioritization 
setting, and elaborate on the importance of conducting sensitivity analysis of sensitivity 
indices as a way to test their robustness. 
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Computation of global sensitivity measures for problems with inequality 
constraints 
 
Mathematical modelling plays crucial role in the design and operation of man-made systems 
ranging from small appliances to industrial manufacturing and distribution facilities and 
further to overarching approaches such as Life Cycle Analysis. Many ensuing models 
encompass numerous physical, chemical, biological, economic, etc. phenomena in multi-scale 
settings and involve making optimal decisions regarding system configuration and its optimal 
model-predictive control, which places them in the realm of process systems engineering. 
  
However, optimal design and operation of such process systems is subject to multiple sources 
of uncertainty the effect of which on model outputs must be quantified in order to ensure 
robust system design and operational performance. This can be achieved by employing tools 
for model analysis under uncertainty such as the Global Sensitivity Analysis (GSA) of model 
outputs with respect to uncertain inputs. There are a number of methods classified under GSA 
with variance-based approaches being some of the most used owing to their intuitive 
interpretation and ease of use. In particular, methods based on Sobol’s seminal contributions 
[1] have been extended to give access to sensitivity indices of model outputs to (groups of) 
model inputs even in the case when the latter are statistically dependent [2]. 
  
These methods, however, do not cover a wide class of process models involving inequality 
constraints originating from physical limitations, quality requirements, economic feasibility or 
regulatory compliance [3, 4]. In this work, we are building on our previous developments on 
variance-based GSA for models with inequality constraints (which we denote cGSA) [3]. Our 
original approach extended the definition of Sobol’s sensitivity indices (SIs) to models defined 
in non-rectangular (due to constraints) n-dimensional domains Q^n and allowed their 
evaluation through brute force sampling within an enveloping unit hypercube H^n with the 
subsequent application of acceptance-rejection formulae for the computation of SIs. Although 
Sobol’s low discrepancy sequence was employed for efficient sampling of the input space, the 
approach proved to be excessively computationally demanding owing to the fact that the 
infeasible space H^n\ Q^n was sampled with the same resolution as Q^n.  
 
This problem is especially detrimental when model constraints are implicit in nature, i.e. when 
the model must be solved every time when a constraint must be evaluated (e.g. when the 
constraints are process KPIs). It should be noted that the number of feasible model 
realisations contributing to the evaluation of cGSA measures may decrease exponentially with 
n together with the volume of the feasible space Q^n. This in turn necessitates the sample 
size to be increased to maintain the accuracy of SI evaluation. 
  
To enhance the computational efficiency of cGSA, we explore here two different approaches. 
The first one introduces an adaptive sampling method for the identification and exploration 
of parametric spaces of arbitrary geometric shape. The main feature of the method is that the 
ratio of the total number of sampled points in the input space to the number of feasible 
samples tends asymptotically to unity. This leads to minimal sampling of the infeasible space 
and therefore a reduced number of infeasible model evaluations compared to the previous 
approaches. In the case of implicitly constrained problems the overall costs of cGSA can thus 
decrease dramatically. The adaptive sampling approach can be further improved using local 
interpolation of constraint functions to reduce the need in model evaluation for the 
verification of constraints. This results in further speedup of cGSA. 
The second approach explored in this work relies on the construction of adaptive metamodels 
of model constraints followed by the construction of a metamodel of the model function itself. 
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Based on an initial uniform sampling of the enveloping hypercube H^n, metamodels of 
constraints are used to guide further, adaptive sampling within the feasible domain Q^n 
accompanied by metamodel updates. Thus, the approximation of the model function can be 
iteratively improved within the feasible domain while avoiding sampling the infeasible space. 
cGSA measures can then be evaluated by using computationally cheap metamodels. 
  
The approaches described above are exemplified on a case study involving a multidimensional 
g-function [3] as well as on a model of the production of a biopharmaceutical drug 
(monoclonal antibodies) by a mammalian cell culture in a bioreactor under product quality 
constraints. It is demonstrated that cGSA can successfully identify key influential model inputs 
with the highest contribution to the output uncertainty. This information can be used to 
reduce the dimensionality of the input parameter space for further exploration and 
exploitation of subspaces of inputs, as well as for the design of experiments. In addition, based 
on the sample constructed within the cGSA procedure an explicit description of the 
operational Design Space of this process can be constructed as a set of linear inequalities 
significantly extending the feasible space compared to a typically used approximation with an 
empirically defined inscribed hyperrectangle [5]. 
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Application of global sensitivity analysis for constrained models and 
visualization  
 
Most existing global sensitivity analysis techniques were designed under the hypothesis that 
model inputs are independent. However, in many cases there are dependencies among inputs, 
which may have significant impact on the results. Such dependencies in the form of 
correlations [1] and constraints [2] have been considered in the generalized GSA framework 
developed by Kucherenko and co-authors. 
    
Consider a model f(x,theta), and the vector of constraint functions g(x,theta), where x is a 
vector of process parameters defined in the box domain H^d, theta is a vector of uncertain 
model parameters defined in m-dimensional real space R^m with a given pdf. Define 
probability p(x) of occurrence of an undesirable (reliability estimation analysis) or desirable 
(pharmaceutical/ chemical engineering) event as p(x) = P(g(x,theta)>g*). Here g* is a vector of 
given thresholds. Probability p(x) can be presented in a convenient form as an expectation 
with respect to theta p(x) =E[I(g(x,theta)>g*)], where I is an indicator function. Define design 
space (DS) as DS(x, p(x)>p*), where p* is a critical (acceptable) value of probability of meeting 
constraints. The notion of DS is widely used in pharmaceutical industry [3]. A brute force 
numerical estimation of p(x) requires (Ntheta x Nx) model runs, where Nx is the number of 
points in the space of the process parameters x, Ntheta is the number of sampled points in 
the theta - space. For a typical practical problem this number can be very large which results 
in costly computations. For such models GSA is an efficient practical tool which can 
dramatically reduce computational costs and provide useful additional information about 
importance of parameters and model structure. 

 
Once DS is identified it is necessary to present it graphically. For more than three process 
parameters visualization of DS is a challenging task. “Guidance for Industry, Q8(R2) 
Pharmaceutical Development” [3] has the following recommendations: “When multiple 
parameters are involved, the design space can be presented for two parameters, at different 
values (e.g., high, middle, low) within the range of the third parameter, the fourth parameter, 
and so on.” Considering DS in d-dimensional process parameters space, a graphical 
presentation of DS via 2D plots prescribed in [3] would result in NP = d(d-1)/2 * 3^(d-2) 2D 
plots. 
 
There are two main parts in the problem of DS identification to which GSA can be applied. The 
first part is identification of uncertain parameters contributing to the acceptance of imposed 
constraints with potential further model reduction. This problem is linked to the problem of 
identification of critical regions of inputs responsible for “extreme” values (values for which 
constraints are satisfied) of model response. It is known as a factor mapping setting of GSA. It 
typically requires rather complex techniques such as Monte Carlo Filtering. We propose an 
efficient GSA formulation using an indicator function I(g(x,theta)>g*) as a “model output”. An 
application from the chemical industry is used to illustrate how this formulation results in 
dramatic reduction of the number of required model runs. 
     
The second part is concerned with application of GSA for visualization of DS. This problem 
belongs to a class of models with constraints. Consider DS in d-dimensional process 
parameters space and assume that GSA revealed that parameter xi is unimportant. It means 
that any 2D projections corresponding to different values of xi will be the same. Hence instead 
of three values (“high”, “middle”, “low” ) for this parameter only one is sufficient for the 
graphical presentation, which would result in the reduction of NP to (d+4)(d-1)/2 * 3^(d-3) 2D 
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plots. In the case of s- non-important parameters NP will be reduced to [(d-s)(d+5s-1)+9s(s-
1)]*3^(d-s-2)/2. 
     
For illustration we consider a 3-dimensional Sobol’ “g-function” f(x) in the unit hypercube H^3 
with three different sets of parameters ai. For these three sets the corresponding values of 
Sobol’ sensitivity indices SI (main effect) and SIT (total effect), are: (a) a ={0; 1; 2} ; SI ={ 0.706; 
0.0818; 0.0234}, SIT ={ 0.856; 0.229; 0.104}; (b) a ={0; 1; 99}; SI ={0.761; 0.0957; 0.0020}, SIT 
={0. 887; 0.238; 0.003}; (c) a ={0; 49; 99}; SI ={0.996; 0.0004; 0.0005}, SIT ={0.996; 0.0005; 
0.0006}. 
     
A synthetic DS is defined as DS(x, f(x)>1), where f acts as “probability p(x)”. Analysis of DS 
shapes for different sets of parameters show that in the first case (a) all three 2D projections 
are important and the prescription given above requires to plot NP =d(d-1)/2 * 3^(d-2) = 9 2D 
projections. GSA reveals that in this case all three input parameters are important. In the 
second case (b) although all 2D projections onto the plains (x1, x2), (x1, x3), (x2, x3) are 
important, 2D projections on the plane (x1, x2) are independent of parameter x3. Hence only 
NP =(d+4)(d-1)/2 * 3^(d-3) = 7 2D projections are required for the visualization of DS. GSA 
shows that in this case parameter x3 is not important. In the third case (c) only 1D projection 
to the x1 axis is important while for two other parameters DS shape is defined in the whole 
domain of their change [0,1] hence no 2D projections are of any interest. GSA shows that in 
this case only parameter x1 is important. We can summarize that indeed GSA is a valuable 
practical tool both in identification and visualization of multidimensional DS. 
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